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Abstract. It should be apparent from the title of this 
article that the author does not like the use of the word 
"photon", which dates from 1926. In his view, there is no 
such thing as a photon. Only a comedy of errors and 
historical accidents led to its popularity among physicists 
and optical scientists. I admit that the word is short and 
convenient. Its use is also habit forming. Similarly, one 
might find it convenient to speak of the "aether" or "vac- 
uum" to stand for empty space, even if no such thing 
existed. There are very good substitute words for 
"photon", (e.g., "radiation" or "light"), and for "photo- 
nics" (e.g., "optics" or "quantum optics"). Similar objec- 
tions are possible to use of the word "phonon", which 
dates from 1932. Objects like electrons, neutrinos of finite 
rest mass, or helium atoms can, under suitable conditions, 
be considered to be particles, since their theories then have 
viable non-relativistic and non-quantum limits. This pa- 
per outlines the main features of the quantum theory of 
radiation and indicates how they can be used to treat 
problems in quantum optics. 

PACS: 12.20.-m; 42.50.-p 

The underlying science of light is called the Quantum 
Theory of Radiation (QTR), or Quantum Elec- 
troDynamics (QED). There were hints of this subject in 
W. Heisenberg's first papers on matrix mechanics of 1925, 
but the real foundation came in P. Dirac's work of 1927. 
At first, only a few people needed to know much about the 
quantum theory of radiation. With the conception, in 
1951, of the ammonia-beam maser by C. Townes, the 
making of the ruby optical maser by Th. Maiman and the 
helium-neon gas laser by A. Javan, W. Bennett and 
D. Herriott in 1960, and a flood of other devices soon 

It is a pleasure to join in the 60th birthday celebration of the 
Director, Herbert Walther, of the Max-Planck-Institute for Quan- 
tum Optics at Garching, and wish him much happiness and many 
more years of his very great scientific creativity 

afterward, there was a population explosion of people 
engaged in fundamental research and in very useful tech- 
nical and commercial developments of lasers. QTR was 
available, but not in a form convenient for the problems at 
hand. The photon concepts as used by a high percentage 
of the laser community have no scientific justification. It is 
now about thirty-five years after the making of the first 
laser. The sooner an appropriate reformulation of our 
educational processes can be made, the better. 

1 A short history of pre-photonic radiation 

Modern optical theory [2] began with the works of Ch. 
Huyghens and I. Newton near the end of the seventeenth 
century. Huyghen's treatise on wave optics was published 
in 1690. Newton's "Optiks', which appeared in 1704, dealt 
with his corpuscular theory of light. 

A decisive work in 1801 by T. Young, on the two-slit 
diffraction pattern, showed that the wave version of optics 
was much to be preferred over the corpuscular form. 
However, so high was the prestige of I. Newton, that the 
teaching of optical physics at Cambridge University only 
changed from corpuscular to wave optics in 1845. 

There were also the discoveries by A.-M. Amp6re 
(1820, 1825), H. Oersted (1820) and M. Faraday (1831) of 
electromagnetic phenomena in the first half of the nine- 
teenth century, which culminated in the publication of the 
treatise on electromagnetic theory in 1864 by J. C. Max- 
well. With the discovery of electromagnetic waves by H. 
Hertz in 1887, there could be little doubt that light had 
a wave rather than a corpuscular nature. 

By the time of his inaugural lecture [3] as Cavendish 
Professor at Cambridge University in 1871, J. C. Maxwell 
had recognized that matter had to have an atomic struc- 
ture. He foresaw that integral numbers and probability 
theory would play a role in the new physics. Unfortunate- 
ly, Maxwell died in 1879, at the age of 48! During the last 
decade of the nineteenth century, a number of new and 
very unexpected things were discovered: electrons, posi- 
tive ions, X-rays, radioactivity and the photoelectric effect. 

A theory of matter could be based on the atom model 
of J. J. Thomson (1904), in which electrons moved in 
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an extended spherical distribution of positive charge asso- 
ciated with a positive ion. An atom consisted of electrons 
bound electrostatically to the ion. The potential energy for 
an electron in this kind of atom could only be calculated if 
the positive charge density were known as a function of 
radius from the center of the ion. The most plausible guess 
would be that the potential near the center of the ion was 
a parabolic function of radius, which would lead to simple 
harmonic-oscillator motion. At larger radii, the potential 
would flatten out. One could hope to calculate the spec- 
trum of radiation emitted by an excited atom, and to give 
an account of photoelectric removal of an electron by 
external radiation. It would have been very hard for the 
physicists of the time to deal with the necessary problems 
of nonlinear mechanics. Even if they could have done so, 
the results would have been hopelessly in discord with 
observations. A widespread attempt in this direction 
might have delayed the development of physics for many 
decades. 

The spectral distribution of thermal black-body radi- 
ation was treated by Lord Rayleigh (1900) and J. Jeans 
(1905), using classical electromagnetic theory and statisti- 
cal mechanics. They obtained agreement with observa- 
tions at long wavelengths, but there was an ultraviolet 
catastrophe. The results did not agree with the displace- 
ment law of W. Wien (1893), or the later observations of 
O. Lummer and E. Pringsheim (1990), and H. Rubens and 
F. Kurlbaum (1901). 

In 1900, M. Planck tried to check on the derivation of 
the Rayleigh law. In doing so, he replaced an integration 
over the frequencies of the radiation, ~dv..., by a discrete 
sum, (kT/h)~.. . ,  where k was Boltzmann's constant, 
T the absolute temperature, and a new constant h, now 
called after Planck, which was a quantity with dimensions 
of an "action" (an energy multiplied by a time, or a mo- 
mentum multiplied by a distance). Thus was born the light 
quantum of radiant energy, the beginning of the quantum 
theory. It took over a quarter century before any kind of 
adequate theoretical description of these phenomena 
could be found. Even today, near the end of the twentieth 
century, most people are still confused even about the 
meaning of non-relativistic quantum mechanics, or the 
multitude of sub-nucleonic phenomena, and the latest 
theory of everything is still far from being the final solu- 
tion of anything. After this gloomy statement about phys- 
ics in the twentieth century, I return to the chronological 
discussion of historically necessary, but sometimes logi- 
cally unfortunate events. 

Shortly after 1900, alpha-particle emission was studied 
by E. Rutherford and co-workers at Cambridge. The 
exponential law for radioactive decay was established. 
This led E. von Schweidler in 1905 to the recognition that 
there could be no casual explanation of alpha-particle 
emission. The data implied that a Markoff process was 
involved, i.e., the laws governing the emission had to be 
probabilistic, rather than deterministic. Of course, a prob- 
abilistic approach was also vital for A. Einstein's 1905 
work on Brownian motion in diffusion theory. 

Everybody knows that 1905 was a good year for Ein- 
stein. He also worked on the photoelectric effect. (Light 
quanta: Particles again, for the second and (hopefully) last 
time.) By 1905, a number of important observations had 

been made on photoelectric phenomena. In 1839, E. Be- 
cquerel observed that the voltage of a voltaic cell could be 
changed by shinning light on an electrode. W. Smith 
discovered the photoresistivity of selenium in 1873. 
H. Hertz found in 1887 that electromagnetic radiation 
emitted from a spark gap could be changed by illumina- 
tion with ultraviolet light. A year later, W. Hallwachs 
observed that a clean insulated zinc plate acquired a posit- 
ive charge on illumination with ultraviolet light. Under 
such conditions, a negatively charged plate lost its charge, 
even in high vacuum. Also, in 1900, J. Elster and H. F. 
Geitel found that the photoelectric current was propor- 
tional to the intensity of illumination, with no detectable 
time lag. In 1902, P. Lenard discovered that the maximum 
kinetic energy of photoelectron depended in a linear 
fashion on the frequency of the light, but was independent 
of its intensity. Nobody found any way to make the 
Thomson model of the atom account for any of these 
strange phenomena. The Einstein light-quantum hypot- 
hesis fitted in very well with the above observations. 
However, Einstein was unable to calculate the rate of 
photoemission of an electron from either an atom or 
a metal surface. Shortly after the First World War, R. 
Millikan made much more accurate studies of the basic 
phenomena mentioned above. In 1929, E. Lawrence and J. 
Beams showed that the time lag between irradiation and 
photoemission was less than 5 x 10 .9 s. To date, three 
Nobel prizes have been awarded for work connected with 
the photoelectric effect: to Lenard in 1905, to Einstein in 
1921 and to Millikan in 1923. 

E. Rutherford (1911) used a nuclear atom model to 
explain large-angle scattering of alpha particles by matter. 
(The word "proton" was coined by Rutherford in 1920). 
The obvious conclusion was that electrons in atoms were 
like the planet in a solar system. The overwhelming diffÉ- 
culty was, that, according to the current electrodynamic 
theory, the accelerated electrons would radiate energy and 
rapidly spiral into the nucleus. 

N. Bohr (1913) applied phase-integral quantization to 
a one-electron nuclear atom. Attempts to deal with 
many-electron atoms failed, and the model was of no help 
to chemical valence theory. 

In a discussion of a black-body radiation in 1917, A. 
Einstein introduced the A coefficient for the rate of spon- 
taneous emission by atoms, and a B coefficient for their 
absorption of radiation. He also introduced a "new" pro- 
cess of stimulated emission of radiation, and found that 
the above B coefficient determined its rate. It is easy to see 
why Einstein accepted a spontaneous radiative-decay rate 
A from one atomic state to a lower one. He knew that 
there was a similar process in which alpha particles are 
emitted by heavy nuclei. Also, the Bohr theory of 1913 
postulated spontaneous transition between stationary 
states of atoms. 

The B coefficient for absorption of a light quantum by 
an atom was taken over from the model of the photo- 
electric effect. Einstein found that to get the correct ther- 
modynamic description of black-body radiation he had to 
insert another term in his rate equations so that when 
a light quantum interacts with an excited atom, a second 
light quantum is emitted (stimulated emission of radi- 
ation). There is no way that anything like spontaneous 
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transitions [4] from one atomic stationary state to an- 
other can come from classical electromagnetic theory ap- 
plied to an electron in a model atom. However, as I have 
pointed out elsewhere [5], the classical Maxwell elec- 
trodynamics already made provision for both of the B co- 
efficients. Whether a charge q moving with velocity v in an 
electric field E will gain or lose energy depends on the 
algebraic sign of the product qEv. If the charge is gaining 
energy, the electromagnetic field must be losing energy 
(that is equivalent to absorption of radiation). If the 
charge is losing energy, the electromagnetic field must be 
gaining energy. That is equivalent to stimulated emission 
of radiation. Only the relative directions of the v and 
E vectors determines the direction of energy flow between 
field and matter. It would have made for much better 
physics if Einstein had recognized this fact, and had used 
his theory to calculate the value of the A coefficient for 
spontaneous emission in 1917, instead of leaving it to 
Dirac in 1927 to get the A coefficient from the quantum 
theory of radiation. 

In the domain of electronics, a triode vacuum-tube 
radio-frequency oscillator was developed by L. De Forest 
in 1912. This was, in fact, the first maser oscillator made 
by man. A theory of this oscillator was given by E. V. 
Appleton and B. van der Pol [6] in 1921. Needless to say, 
the theory was completely classical, and made no use of 
the quantum of radiant energy. It did, however, mention 
the concept of "negative resistance". No one could foresee 
its consequences. Only the end of the Second World War 
would bring atoms and vacuum tubes together. Einstein's 
work clearly led to the Townes maser development of 
1951 and the work of C. H. Townes and A. L. Schawlow 
later in the decade. Other stepping stones [7] on the path 
were provided by R. Tolman (1924) (negative absorption), 
R. Ladenburg (1929) (negative dispersion), W. E. Lamb 
and R. Retherford (1946--1947) (negative absorption), and 
C. H. Townes and A. L. Schawlow [8] (beginning to get 
the message). 

In retrospect, it is clear that Einstein got things some- 
what turned around. He should have accepted Maxwell's 
equations because they were invariant under a Lorentz 
transformation. However, it is clear that he did not trust 
them for interaction processes between radiation and mat- 
ter, as shown in his discussion of the photoelectric effect. 
He should have taken spontaneous emission as the new 
feature which required more attention, and not stimulated 
emission as he did. Still, it might be that the laser was 
discovered sooner than it would have been if Einstein had 
not brought attention to what seemed to him to be the 
obscure process of stimulated emission. 

We now come to two years of great progress, in which 
W. Heisenberg, E. SchrSdinger and P. Dirac developed 
matrix mechanics, wave mechanics and quantum mechan- 
ics, in 1925-1926 and M. Born (1926) introduced the 
probability interpretation of the absolute square of the 
wave function in order to discuss particle-scattering ex- 
periments. 

G. Wentzel (1926) and G. Beck (1926) showed that the 
new quantum theory could describe the photoelectric 
effect correctly, without any use of "photons" or light 
quanta, using only a classical time-dependent electromag- 
netic field. They made use of first-order quantum mechan- 

ical perturbation theory applied to an atom. Their theory 
gave all of the features required by Einstein in 1905, and, 
in addition, gave an expression for the rate of the photo 
process. Of course, in 1905 and in 1917, Einstein did not 
have quantum mechanics (and would not have liked it if 
he had). In the 1926 work of Wentzel and Beck, the energy 
of the ejected photoelectron was given by the frequency- 
resonance condition of the perturbation theory when its 
equation was multiplied throughout by Planck's constant. 
The energy hv of a photon did not enter the calculation in 
any way, only its frequency v. This problem was given as 
an exercise in L. Schiffs text book on Quantum Mechan- 
ics. Much later, W. E. Lamb and M. O. Scully [9], and H. 
Fearn, and W. E. Lamb [10] made more detailed calcu- 
lations on the atomic photoelectric effect. 

2 The photon of G.N. Lewis 

G. N. Lewis [11], in 1926, coined the word "photon" to 
describe something completely different from the Einstein 
light quantum. The word "photon" caught on, but not 
Lewis's meaning. Lewis was a physical chemist educated 
at M.I.T. who was, for about thirty years, starting in 1912, 
the founding Dean of the College of Chemistry at the 
University of California, Berkeley. He became a member 
of the U.S. National Academy of Sciences in 1913, and 
resigned in 1934 over some issues of policy. 

Lewis was a very gifted physical chemist, and knew 
a lot of classical, but non-quantum, theoretical physics. 
He understood very well that the Bohr orbits of 1913 
could not possibly describe the rich body of phenomena 
associated with the word "valence". We know now that 
quantum mechanics is required for this, and also the 
knowledge that electrons have spin and obey the 
Fermi-Dirac statistics. Chemical interatomic forces in- 
volve the part of their electrostatic interaction associated 
with the phrase "Heitler-London exchange energy". In 
1916, in work independent of similar research by I. Lan- 
gmuir and A. Kossel, Lewis had formulated an electron- 
pair theory of chemical affinity. This was based on 
D. Mendeleyev's Periodic Table. A molecule like H 2 is 
stabilized because the two electrons can sometimes have 
a strong attraction for each other. By 1926, Lewis knew 
that electrons have spin angular momenta and magnetic 
moments. He thought that the magnetic forces were suffi- 
ciently strong to give the chemical forces. In fact, the 
magnetic forces are far too small, but Lewis was looking 
for a theory of chemical valence. He had no way to 
anticipate the later work of W. Heitler and F. London. 
Lewis would, given an excuse, consider substantial cha- 
nges in the physical properties of elementary particles, like 
electrons and protons, if that would advance the theory of 
chemical valence. 

In 1926, Lewis sent several rather obscure letters to the 
editor of Nature. In one [12], he speculated that the 
transmission of radiation from one atom to another was 
carried by a new particle, for which he coined the name 
"photon". This was to Lewis a real particle which could be 
bound to an atom. He specifically denied that it was the 
light quantum of Planck, Einstein and Bohr. Further- 
more, the title of the letter was "The conservation of 
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photons", and this was certainly not a feature of the light 
quantum. Lewis only mentioned the wave-like properties 
of radiation in passing, and attributed them to some kind 
of guiding ghost field. In retrospect, it seems to me that 
Lewis should have had his photon be the source, and sink, 
of Maxwellian radiation. 

I will briefly mention three other episodes from Lewis' 
career. In the very early thirties, I attended a Berkeley 
seminar on valence theory given by L. Pauling. This was 
presided over by Lewis, who did not believe a word he 
heard, and gave Pauling a very hard time. Pauling made 
no mention of Heitler and London, but made frequent 
misuse of the word "resonance", which in physics has 
a much broader meaning than the mere exchange of 
energy between two coupled pendulums. 

In 1936-1937, Lewis [13] had the idea that the scatter- 
ing of neutron waves by atoms required that there be 
strong forces between neutrons and electrons. Knowing 
that light scattering is related to the index of refraction, 
Lewis though that there ought to be neutron refraction by 
matter which could scatter neutrons. He therefore con- 
structed lens-shaped objects made of paraffin, and 
thought that he could detect a focusing of neutrons in his 
laboratory. In such work it is important to keep the 
neutrons from being reflected from other objects in the 
room. To this end, the source-lens-detector system was 
enclosed in a cylinder made of cadmium sheets, since that 
element was known to strongly absorb neutrons. Event- 
ually, it turned out that cadmium also is a strong scatterer 
of neutrons, and the neutrons reflected from the cadmium 
overwhelmed any refraction by the paraffin lens. During 
my eight years in Berkeley, I had just one conversation 
with Lewis, in 1937, when he called me into his office to 
give some advice. It was: "When a theorist does not know 
what to do next, he is useless. An experimental scientist 
can always go into his laboratory and "polish up the 
brass". In return for this advice, ! told him that according 
to meson theories of nuclear structure there would only be 
a very small electron-neutron interaction. (See, for 
example, a partial account of my Ph.D. thesis [14].) Nei- 
ther of us then took the proffered advice. Of course, we 
now know from later work by I. I. Rabi, W. Havens and J. 
Rainwater [15], and by E. Fermi and L. Marshall [16], 
that there really is a short-range force between electrons 
and neutrons. This produces very important effects in 
experiments with cold neutrons, but would not have con- 
tributed to a detectable effect in Lewis' work. Shortly 
before his death in 1946, with post-docs like M. Calvin 
and others, Lewis [17] was doing very nice and pioneering 
work on triplet states of molecules. 

With the unfortunate word "photon" so well esta- 
blished, it was inevitable that a similar word "phonon" 
would be introduced in 1932 for quantized vibrations in 
a solid. Nevertheless, in 1939, I was able to give a theory 
[18] of the M6ssbauer effect without use of the word 
"phonon". 

3 A short history of post-photonic radiation 

In 1927, P. Dirac developed the Quantum Theory of 
Radiation (QTR). 

In 1929, W. Heisenberg and W. Pauli gave a much 
more elaborate formulation of QTR than Dirac, but did 
not really add much to the usefulness of the theory. 

J. R. Oppenheimer (1930) pointed out that QTR led to 
infinite integrals when higher-order processes were con- 
sidered. 

E. Wigner and V. Weisskopf (1930) calculated the 
radiative decay spectral line shape. They also had infini- 
ties, but gracefully swept them under the carpet. 

E. Fermi (1932) made a great contribution to QTR in 
his Reviews of Modern Physics article, especially for 
a treatment of Lippmann fringes. The technical details of 
the present article will be difficult for a reader who has not 
understood what Fermi die with Lippmann fringes. G. 
Lippmann received the Nobel prize in 1908 for use of his 
fringes in an early form of color photography. The mater- 
ial in Fermi's article came from a 1930 Theoretical Physics 
Summer School at the University of Michigan at Ann 
Arbor, which was organized by G. Uhlenbeck and S. 
Goudsmit. Fermi also showed that the radiation emitted 
by one atom and absorbed by another travelled with the 
speed of light. His work was somewhat flawed by the 
divergent integrals of his perturbation theory, but physical 
insight brought him to a plausible answer. 

The first book on applied QTR was that by W. Heitler 
[19] (1944, 1954). The first edition had nothing useful to 
say about the self-energy problems. Neither edition had 
anything about masers or lasers. 

At the first of the 1960's Rochester Coherence Con- 
ferences, ! suggested that a license be required for use of 
the word "photon", and offered to give such a license to 
properly qualified people. My records show that nobody 
working in Rochester, and very few other people else+ 
where, ever took out a license to use the word "photon". It 
reminds me that there was once a phlogiston theory of 
heat, which began to go out of style about the time that 
people at Cambridge University stopped using the cor- 
puscular optics of Newton. 

My concern was ignored. For example: In a 1969 
Scientific American collection "Lasers and Light", G. 
Feinberg [20] stated that "What the laser does is to 
produce vast numbers of particles of exactly the same 
energy and wavelength. With no other stable particle but 
the photon is such a feat possible. The laser beam's re- 
markable macroscopic properties arise that its constituent 
particles are precisely identical. Whether the laser could 
have been invented without quantum mechanics is an 
interesting question". And, "At present the photon theory 
gives an accurate description of all that we know about 
light". Feinberg's article stimulated the 1972 paper "Clas- 
sical Laser" by M. Borenstein and W.E. Lamb [21] which 
showed that a laser could be completely classical. It was 
not really necessary to prove this, since the first realistic 
semi-classical theory [22] of gas lasers was published in 
1964. A similar theory [23] using QTR appeared in 1967, 
and no particles like "photons" appeared in it at all. 

Many books began to appear on quantum electronics 
and optics. Thus: 

R. Loudon [24] (first edition, 1973; second edition, 
1983; Book on QTR, post-laser, lots of photons); 
M. Sargent, M.O. Scully and W.E. Lamb [25] (first 
edition 1974; third edition, 1976; "Laser Theory", very 
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few photons), and C. Cohen-Tannoudji,  J. Dupont-Roc 
and G. Grynberg [26] "Processus d'Interaction entre 
Photons et Atoms" (1988) and "Introduction to Quantum 
Electrodynamics" (1989). 

4 Structure of quantum theory of radiation 

A radiation field is a dynamical system that has to be 
treated according to the laws of quantum mechanics with 
a Hamilton operator 

H ---- f ( E2 + B2) d'c'. 

Here, dr' = dx'dy'dz' is a three-dimensional volume ele- 
ment, 

E = E(x',y' ,z ' , t)  and B = B(x',y' ,z ' , t) 

are an infinite number of time-dependent quantum-mech- 
anical operators for the electric and magnetic fields which 
are labeled by their space point x',y',z'. The E and B oper- 
ators obey certain commutation rules guessed at by anal- 
ogy from Heisenberg's matrix mechanics for a material, 
but fictitious, particle. The field E is analogous to the 
x coordinate of the particle, and the B field to the mo- 
mentum p of the particle. 

Instead of working with a threefold continuum of 
labels x',y',z', it is usually more convenient to expand the 
x',y',z' dependence in things like Fourier-expansion func- 
tion. Thus, we write 

e(x ' ,  y', z', t) = Y G(t) y', z',), 

where the Ek(t) are quantum-mechanical operators. The 
vk(x',y',z') are normal modes of vibration which are classi- 
cal functions of x',y',z' like sin(kx') which solve an appro- 
priate boundary-value problem. 

A mode k of the radiation field is mechanically analog- 
ous to a one-dimensional simple harmonic oscillator. Its 
Hamiltonian might be written as 

l(p2 ) 
H = 2 \ 7  +  c02x2 ' 

where # is an effective mass, co is a suitable circular 
frequency, x and p are Cartesian coordinate and mo- 
mentum, respectively, of the radiation oscillator's pseudo 
"particle". The k labels a mode, i.e., a degree of freedom, of 
the electromagnetic field. Each vk(x',y',z') is a classical 
function of x',y',z' determined by solving a classical 
boundary-value problem for the electromagnetic field 
with the appropriate linear optical hardware-like mirrors, 
lenses, prisms, diffraction gratings, beam splitters, etc. 
Instead of using x',y',z' as a label we can use k. Depending 
on the problem, k might be a scalar o r a  vector quantity. If 
any of the optical hardware involves nonlinear elements, 
some kind of disagreeable perturbation theory will be 
required. Elements with loss will have to be modeled in 
some convenient fashion. 

Examples of optical problems requiring the introduc- 
tion of normal modes are shown in Figs. 1-8: 

1 A closed optical resonator with perfectly conducting 
walls in the shape of a rectangular paralMepiped, or as 
shown in Fig. 1, an ellipse boundary for a two- (or three-) 

Optical cavity resonator 

outside 

Fig. 1. A closed optical resonator with perfectly conducting walls 

Mirror 

Fig. 2. Reflection (half space above a perfectly reflecting plane mir- 
ror) 

Reflection and refraction 

water 

Fig. 3. Reflection and refraction at a plane interface between two 
media of different indices of refraction 

dimensional problem. Two distinct problems are possible: 
the inside, or the outside problem. The former would have 
discrete eigenfrequencies and eigenfunctions, and the lat- 
ter would have a continuous spectrum. If desired, a win- 
dow could be modeled by replacing part of the metallic 
boundary by a thin dielectric boundary. 

2 Reflection (half space above a perfectly reflecting 
plane mirror, as treated by Fermi in his discussion of 
Lippman fringes). A particular normal mode is indicated 
schematically by the incident and reflected rays (Fig. 2). 
The mode functions vk themselves are not shown, but they 
are implied by the ray labelled by k. Each of the rays, 
incident, reflected, refracted or diffracted, makes a contri- 
bution to the corresponding mode function vk. The mode 
label k appears only on the ray for the incident plane 
wave. The functions vk are obtained from the solution of 
the boundary-value problem. Read the Fermi article, or 
forever go on thinking that photons exist. 

3 Reflection and refraction at a plane interface be- 
tween two media of different indices of refraction (Fig. 3). 
The modes are consistent with Snell's law. 
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Beam splitter Fabry-Perot 

> > 

Fig. 4. A simple beam-splitter problem 

Frustrated internal reflection 

Fig. 5. Two prisms cut from a cube of glass and configured so as to 
give an example of frustrated total internal reflection 

Young's 2 slit diffraction pattern 

r 

2 slits screen 

Fig. 6. A Young's two-slit diffraction arrangement 

4 A simple beam-splitter problem (Fig. 4). Note that 
for the single mode k, there are electromagnetic-field re- 
gions both to the right of the beam splitter and below it. 

5 Two prisms cut from a cube of glass and configured 
so as to give an example of frustrated total internal reflec- 
tion (Fig. 5). Tunnelling of the mode fields across the gap 
plays an important role in the calculation. Note that the 
single incoming wave k leads to a mode function that has 
finite field values both below and to the right of the cube. 

6 A Young's two-slit diffraction arrangement (Fig. 6). 
A plane wave k incident from the left turns into two 
contributing parts of the Vk on the right-handside of the 
screen with two holes. 

7 A typical laser configuration of two Fabry-Perot  
plates (Fig. 7), perhaps treated by the method of G. Fox 
and T. Li. When the k vector is at right angles to the 
mirrors, the problem becomes much simpler, and has been 
treated by simple analytical approximations by Spencer 
and Lamb [27], and by Lang, Scully, and Lamb [28]. 
With three or more mirrors, one could have a ring-laser 
resonator [29]. 

Fig. 7. A typical laser configuration of two Fabry-Perot plates 

Interferometer 

Fig. 8. Any of a large number of multi-port devices reminiscent of 
a Michelson interferometer 

8 Any of a large number of multi-port devices remini- 
scent of a Michelson interferometer (Fig. 8). 

Only the first of these problems could have discrete 
normal-mode solutions of Maxwell's equations. In the 
other cases, there would be a continuous spectrum of 
modes, each of which might be characterized by having an 
incoming plane-electromagnetic wave characterized by 
a propagation vector k, together with appropriate reflec- 
ted, refracted or scattered waves. In case 7, there would be 
the Fox and Li quasi-modes for certain ranges of the 
k vector. 

I hope to have made it clear that a quantum-mechani- 
cal radiation field is dynamically equivalent to a system of 
quantum-mechanical simple harmonic oscillators. It is 
therefore important to enumerate the possibilities for 
states of such a system. 

5 System of simple harmonic oscillators in quantum 
mechanics 

5.1 Types of states for a single simple harmonic oscillator 

t 1) (i) Eigenstate of energy En = n + ~ he). 

The eigenfunctions u,(x) involve Hermite polynomials. 
This is wave mechanics of a particle with a single Car- 
tesian coordinate called x. See a good text book on quan- 
tum mechanics for pictures of the stationary-state wave 
functions. 
(ii) Coherent superposition of eigenstates. Non-stationary 
states, or wave packets, 
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(iii) Mixtures, described by a density matrix, not a wave 
function. 

5.2 Types of  states for a system of  N simple harmonic 
oscillators 

The coordinates are written as x~,x2,x3,....,xN, respec- 
tively. The wave function of this many-body problem can 
be a product of N functions of the types (i) and (ii) above, 
or even worse: linear combinations of such products. 

One could also have mixtures of such pure-case states. 

6 Characteristics of  states of  the radiation field 

Each mode of the field is dynamically equivalent to 
a simple harmonic oscillator. If only one normal mode of 
the field is being considered, we have the complexity of 
cases (i), (ii) and (iii) above. The normal-mode functions 
are functions of space coordinates x',y',z'. The dynamical 
coordinate describing a single-mode electromagnetic field 
might be conveniently described by a symbol like E. This 
is analogous to the coordinate x of a simple harmonic 
oscillator, but now x is used for a field-point coordinate in 
classical Euclidian space, so that the symbol E is used for 
the quantum-mechanical system of the single-mode radi- 
ation field. If N modes of the radiation field are con- 
sidered, the possible complexity is as described above for 
a system of N linear simple harmonic oscillators. Now we 
will have "coordinates" Ek for each of the N normal 
modes. 

However, it is possible to have a need for more normal 
modes. Consider the problem in which there is initially 
one excited atom in an unbounded region which can 
undergo spontaneous transitions to a ground state. 
The radiation field has an infinite number of modes 
(which we may label with an index like k). This is the 
Wigner-Weisskopf problem. Those authors calculated 
the rate for spontaneous radiation. They did not calculate 
the wave function for the atom-field problem, but 
could easily have done so. When this problem is treated 
in the standard Wigner-Weisskopf manner, one finds 
that at large time, the wave function for the radiation 
field will be a time-dependent linear combination of 
one-phonon states (i.e., one additive term for each k). 
Each of the additive wave-function terms will be an 
infinite product of photon-number states, and each 
such product will be characterized by one k with 
Nk = 1, and the rest of the Nks equal to 0. Except in an 
approximate way, the resulting state is not a one-photon 
state. 

With more complicated states it is terribly difficult to 
talk meaningfully about "photons" at all. QTR gives the 
only proper description. The wave function of the system 
will be a function of the coordinates Ek of the radiation 
oscillators. The operator for the electric-field operator 
E(x',y',z',t) at a space point-time x',y',z',t will contain 
creation and destruction operators for the various nor- 
mal-mode functions uk(x',y',z') which are required for the 
optical hardware of the problem. 

7 What do we do next? 

6.1 Radiation field with one mode 

If only one mode k of a radiation field is being considered, 
and if that mode is in a number state, i.e., we have an 
eigenstate of energy 

and it makes a kind of sense to talk of a state of nk 
'°photons". The appearance of the ½hcok zero-point energy 
is only a minor embarrassment. If we have a superposition 
state with a wave function of the form 

= 

we have to talk about probabilities Icnl 2 for "finding" 
a certain number of photons in that mode. Photons can- 
not be localized in any meaningful manner, and they do 
not behave at all like particles, whether described by 
a wave function or not. 

6.2 Radiation field with several modes 

We have just mentioned that a "one-photon state" would 
be a state of the radiation field with only one excited mode. 

We should, and can, use the Quantum Theory of Radi- 
ation to analyze the problem we have, and to get answers 
to physically meaningful questions. Fermi showed how to 
do this for the case of Lippmann fringes. The idea is 
simple, but the details are somewhat messy. A good nota- 
tion and lots of practice makes it easier. Begin by deciding 
how much of the universe needs to be brought into the 
discussion. Decide what normal modes are needed for an 
adequate treatment of the problem under consideration. 
Find a suitable approximation for the normal modes; the 
simpler, the better. Decide how to model the light sources 
and work out how they drive the wave function for the 
system. Also decide how the one or more photo detectors 
are coupled to the system. When the news is good: The 
system is described by a wave function. Consider how the 
wave function evolves, and the effect the quantum field 
has on the detectors. When the news is bad: The system is 
describable only by a density matrix. Find out what the 
pure-case constituents are, and treat each of them, proper- 
ly weighted, as above. 

Using the wave function of the system, one can obtain 
various probabilities and also such things as expectation 
values of the electric field operators, or products of the 
field operators which would be needed for calculations 
involving photoelectron currents. One can use the quan- 
tum description of the field to work out the desired photo- 
counting statistics. To some extent, that has already been 
given by R. Glauber [30], but not for the complete gene- 
rality which might someday be required. 



84 

8 Winding down 

There is a lot to talk about  the wave-par t ic le  duality in 
discussion of quan tum mechanics. This m a y  be necessary 
for those who are unwilling or  unable to acquire an 
unders tanding of the theory. However,  this concept  is 
even more pointlessly introduced in discussions of prob-  
lems in the quan tum theory or radiation. Here the normal  
mode  waves of a purely classical electrodynamics appear,  
and for each normal  mode  there is an equivalent pseudo- 
simple harmonic-osci l la tor  particle which m a y  then have 
a wave function whose argument  is the corresponding 
normal -mode  amplitude. No te  that  the particle is not  
a photon.  One might  rather think of a multiplicity of two 
distinct wave concepts and a particle concept  for each 
normal  mode  of the radiat ion field. However,  such con- 
cepts are really not  useful or  appropriate.  The "Comp-  
lementarity Principle" and the not ion of wave-par t ic le  
duality were in t roduced by N. Bohr  in 1927. They reflect 
the fact that  he most ly dealt with theoretical and philo- 
sophical concepts, and left the detailed work to post- 
doctoral  assistants. It  is very likely that  Bohr  never, by 
himself, made a significant quantum-mechanical calculation 
after the formulation of quantum mechanics in 1925-1926. 

9 Summary 

It is high time to give up the use of the word  "photon" ,  and 
of a bad concept  which will shortly be a century old. 
Radiat ion does not  consist of particles, and the classical, 
i.e., non-quantum,  limit of Q T R  is described by Maxwell 's 
equations for the electromagnetic fields, which do not  
involve particles. Talking about  radiat ion in terms of 
particles is like using such ubiquitous phrases as "You 
know" or  "I mean"  which are very much  to be heard in 
some cultures. For  a friend of Charlie Brown, it might  
serve as a kind of security blanket. 

Acknowledgements. This paper owes its existence to the hospitality 
of Prof. Dr. Wolfgang Schleich of the Quantum Physics Section, 
University of Ulm, and was supported by the Alexander-von-Hum- 
boldt Stiftung. Thanks go to Daniel Kraehmer for his help with the 
figures. I am also grateful to Prof. Claude Cohen-Tannoudji for 
helpful comments. 

References 

1. The present paper is an expansion of material taken from 
overhead transparencies used in an Einstein Prize Lecture, 
"Anti-Photon", given at a meeting of the Society of Quantum 

Optics and Electronics in Houston, TX, on December 7, 1992. 
The original form was published in: Proc. Int'l Conf. on Lasers' 
92 (Society for Optical and Quantum Electronics, Alexandria, 
VA 1993) pp. 1-4 

2. W.E. Lamb, Jr.: In The Impact of Basic Research on Technology, 
ed. by B. Kursunoglu, A. Perlmutter (Plenum, New York 1973) 
pp. 59-111 

3. J.G. Crowther: New Scientist and Science Journal (4 March, 
1971) pp. 478-481 

4. See [2] pp. 98-101 
5. W.E. Lamb, Jr.: IEEE J. QE-20, 551 (1984) 
6. E.V. Appleton, B. van der Pol: Philos. Mag. 42, 201 (1921) 
7. See [2] pp. 77, 78, 80-85, 86-88 
8. C.H. Townes, A.L. Schawlow: Microwave Spectroscopy 

(McGraw-Hill, New York 1955; Dover, New York 1975) 
9. W.E. Lamb, Jr., M.O. Scully: In Polarization, Matiei"e et Rayon- 

nement, Jubilee Volume in honor of Alfred Kastler (Presses 
Univ. France, Paris 1969) pp. 363-369 

10. H. Fearn, W.E. Lamb, Jr.: Phys. Rev. A 43, 2124 (1991) 
11. J.H. Hildebrand: Gilbert Newton Lewis, Biogr. Mere. Nat'l Acad. 

Sci. 31, 210 (Columbia Univ. Press, New York 1958) 
12. G.N. Lewis: Nature 118, 874 (1926) 
13. G.N. Lewis, Phys. Rev. 50, 857 (1936) 

G.N. Lewis, P.W. Schulz: Phys. Rev. 51, 369 (1937) 
G.N. Lewis: Phys. Rev. 51, 371 (1937) 
G.N. Lewis, P.W. Schulz: Phys. Rev. 51, 1105 (1937) 

14. W.E. Lamb, Jr., L.I. Schiff: Phys. Rev. 53, 651 (1939) 
15. I.I. Rabi, W.W. Havens, L.J. Rainwater: Phys. Rev. 72, 636 

(1947) 
16. E. Fermi, L. Marshall: Phys. Rev. 72, 1139 (1947) 
17. See [11] p. 235 
18. W.E. Lamb, Jr.: Phys. Rev. 55, 190 (1939). Reprinted in The 

M'Ossbauer Effect, ed. by H. Frauenfelder (Benjamin, New York 
1962) pp. 136 143 

19. W. Heitler: Quantum Theory of Radiation (Oxford Univ. Press, 
Oxford 1944, 1954) 

20. G. Feinberg: Lasers and Light, in Readings from the Scientific 
American, ed. by A.L. Shawlow (Freeman, San Francisco 1969) 
pp. 1-12. Similar opinions can be found in M. Gell-Mann: The 
Quark and the Jaquar, and S. Weinberg: Light as a fundamental 
particle, Phys. Today 28, 32 (1975) 

21. M. Borenstein, W.E. Lamb, Jr.: Phys. Rev. A 5, 1298 (1972) 
22. W.E. Lamb, Jr.: Phys. Rev. 134, 1429 (1964) 
23. M.O. Scully, W.E. Lamb, Jr.: Phys. Rev. 159, 208 (1967) 
24. R. Loudon: Quantum Optics, 1st edn., 2nd edn. (Oxford Univ. 

Press, Oxford 1973, 1983) 
25. M. Sargent, III, M.O. Scully, W.E. Lamb, Jr.: Laser Physics, 1st 

edn., 3rd edn. (Addison-Wesley Reading 1974, 1976) 
26. C. Cohen-Tannoudji, J. Dupont-Roc, G. Grynberg: Photons and 

Atoms: Introduction to Quantum Electrodynamics (Wiley, New 
York 1989); also, Processus d'Interaction entre Photons et 
Atomes (Inter-editions, Paris 1988) 

27. M.B. Spencer, W.E. Lamb, Jr.: Phys. Rev. A 5, 884 (1972) 
28. M.O. Scully, R. Lang, W.E. Lamb, Jr.: Phys. Rev. A 7, 1788 

(1973) 
29. W.E. Lamb, Jr., L.N. Menegozzi: Phys. Rev. A 8, 2103 (1973) 
30. R.J. Glauber: In Quantum Optics and Electronics, ed by C. 

DeWitt, A. Blandin C. Cohen-Tannoudji (Gordon & Breach, 
New York 1965) pp. 63-185 


