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Frustrated superconducting junction with tricomponent pairing gap functions
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We study a superconducting heterojunction with one side characterized by the unconventional chiral p-wave
gap function px ± ipy and the other side the conventional s-wave one. Though a relative phase of ± π

2 between
any two components of gap functions is favored in the junction region, mutual phase differences cannot achieve
± π

2 simultaneously, which results in frustration. Based on a Ginzburg-Landau free-energy analysis, the frustrated
pattern is determined to be s + iη1[exp(iη2ϕ/2)px + η3 exp(−iη2ϕ/2)py] with η j = ±1 ( j = 1, 2, 3), where ϕ is
the phase difference between the px- and py-wave gap functions. Furthermore, we find that the junction exhibits
an anisotropic magnetoelectric effect, manifesting itself as an anisotropic spin magnetization along the edge of
the junction.

DOI: 10.1103/PhysRevB.108.094509

I. INTRODUCTION

Chiral superconductors constitute a class of superconduct-
ing states of matter characterized by unconventional gap
functions, spontaneous time-reversal symmetry breaking, and
nontrivial topological properties [1]. The topological structure
in the pairing wave functions leads to exotic phenomena,
including the emergence of Majorana zero modes in vortex
cores [2–6] and chiral Majorana fermions on the bound-
ary of the system [7–9], which can be useful in realizing
topological quantum computations [10–14]. The supercon-
ducting Sr2RuO4 [15–18] and UPt3 materials [19–22] have
been proposed to host chiral superconductivity with p- and
f -wave pairing gap functions, respectively, though there
are still debates over the pairing nature of these materi-
als [16,23–25] despite intensive theoretical and experimental
studies [26–34].

In general, when pairing orders in several channels coex-
ist, the system may develop a superposition of gap function
symmetries which spontaneously breaks time-reversal sym-
metry. A typical pattern of time-reversal symmetry breaking
is that a relative ±π

2 phase difference develops between two
different pairing channels with different symmetries, which
has been studied in various systems including the 3He-A
superfluid phase [35,36] and superconductors with px + ipy

[4,12,37–42] and dx2−y2 + idxy [43–57] gap function symme-
tries. The mixing between the s- and p-wave gap function
symmetries with a relative phase difference ±π

2 was proposed
by Wu and Hirsch [58] in the context of superfluid insta-

*These two authors contributed equally to this work.
†wucongjun@westlake.edu.cn

bility of dipolar fermions and was later generalized to other
systems [59–61]. Mixed gap function symmetries breaking
time-reversal symmetry have also been proposed in the iron-
based superconductors [62,63] and other related systems, such
as s + id [62,64–69] and s + is [63,69–76]. On the other hand,
the interplays among three or more different superconducting
order parameters remain less explored [77–81].

In this paper, we study the superconductor-superconductor
junction with one side characterized by a chiral p-wave gap
function symmetry and the other side the conventional s-
wave one, respectively, as illustrated in Fig. 1. In the junction
region, three gap function symmetries coexist due to the prox-
imity effect. The linear Josephson coupling is not allowed
due to their different symmetries, and any two of them can
only be coupled via the quadratic Josephson term at the low-
est order. Any two of them favor a relative phase of ±π

2 ;
however, the system is frustrated since a simultaneous mu-
tual ±π

2 phase difference is impossible among three order
parameters.

This frustration is different from that of the antiferromag-
netism defined in the triangular lattice in which the bilinear
Heisenberg coupling is analogous to the linear Josephson
coupling. To determine the frustrated pattern of the gap
functions, a Ginzburg-Landau (GL) free-energy analysis is
performed. The gap function structure in the junction region
is solved to exhibit an exotic form s + iη1[exp(iη2ϕ/2)px +
η3 exp(−iη2ϕ/2)py], as shown in Fig. 2, where ϕ is the phase
difference between the px- and py-pairing order parameters,
and η j = ±1 ( j = 1, 2, 3). By fixing the chirality deep in the
p-wave layer as the boundary condition, the time-reversal and
reflection symmetries are explicitly broken. The frustration
spontaneously breaks the C4 symmetry and can be viewed as a
frustration-induced nematic superconductivity. In the junction
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FIG. 1. The heterojunction formed by a chiral p-wave super-
conductor in the upper space and an s-wave superconductor in the
lower space. A mixed tricomponent gap function develops near
the interface of the heterojunction induced by the proximity effect.
The z direction is chosen along the crystalline c axis as pointing
upwards.

region, the tricomponent pairing further breaks the residual
C4 symmetry, and the four degenerate configurations satisfy
η2η3 = −ηc (ηc = ±1) when the boundary condition is cho-
sen as px + iηc py.

Furthermore, we find that the system exhibits an
anisotropic magnetoelectric effect around the edge of the
junction, consistent with the C4 symmetry breaking. The mag-
netoelectric effect also manifests itself as the emergence of an
anisotropic spin magnetization on the edge of the junction,
which can be analyzed through the splitting of the two spin-
polarized chiral Majorana edge modes.

The rest of this paper is organized as follows. In Sec. II,
the GL free-energy analysis is performed, and the origin of
frustration among gap functions is illustrated. The anisotropic
magneto-electric effect and the edge magnetization are stud-
ied in Sec. III. The relation between the edge magnetization
and the gap function mixing is presented in Sec. IV. Conclu-
sions are presented in Sec. V.

FIG. 2. Plots of the four tricomponent pairing configura-
tions with the positive chirality, i.e., s + iη1[exp(iη2ϕ/2)px +
η3 exp(−iη2ϕ/2)py], where η2η3 = −1. In (a)–(d), |�px| = |�py|,
and the phase of the s-wave pairing is fixed to be zero. The configu-
rations in (b)–(d) can be obtained by performing C4 rotations at the
angles of π/2, π , and 3π/2 on the configuration of (a), respectively.
We note that the rotations are performed in the orbital space not on
the phase configurations of the gap functions illustrated in (a)–(d).
Hence, the rotation of π/2 keeps �s unchanged, and �px → �py

and �py → −�px .

II. GL free-energy analysis

A. Brief review of the px ± ipy pairing

We first briefly review the GL free-energy analysis for
the chiral p-wave superconductor with the px ± ipy pairing.
The point group symmetry is assumed to be the D4h group,
which applies to a tetrahedral lattice system. The most gen-
eral GL free energy respecting the U(1) gauge, the time
reversal, and the D4h point group symmetries up to quartic
order is

f1 = αp(|�px|2 + |�py|2) − gpp|�∗
px�py − �∗

py�px|2

+βp(|�px|2 + |�py|2)2 + β ′
p(|�px|4 + |�py|4), (1)

in which �px, �py are the order parameters of the px- and
py-wave pairing gap functions, respectively; αp < 0 in the
superconducting state; βp > 0 is the coefficient of the cor-
responding rotationally invariant phase-nonsensitive quartic
term; the β ′

p term breaks the SO(2) rotational symmetry down
to C4; gpp > 0 is the coefficient of the term which contains the
quadratic Josephson coupling (�∗

px�py)2 + H.c.; and only the
uniform parts of the free energy are kept while the gradient
terms are neglected.

Since gpp is generically positive, the energy of the
quadratic Josephson term is lowered if a ± 1

2π phase differ-
ence is developed between �px and �py. As a result, the
px ± ipy pairing is favored which spontaneously breaks time-
reversal symmetry. Though the px ± ipy pairing breaks both
U(1) gauge and C4 rotational symmetries, it is invariant under
GR(ẑ, π/2), where R(ẑ, π/2) is the π/2 rotation around the
z axis in the orbital space and G is the gauge transformation
by ±π/4 of the electrons (i.e., ±π/2 phase rotation of the
Cooper pairs). Here, Lz + 1

2 N remains a conserved quantity
when β ′

p = 0.
Here, we make a comment on the use of Eq. (1), where

terms only up to quartic order are kept in the GL free-energy
functional. For our purpose, we are mostly interested in the
symmetry of the pairing gap function, not its quantitative
values. Based on Landau’s paradigm, phases are classified by
symmetry-breaking patterns, namely, the symmetry-breaking
pattern remains the same in the same phase and changes only
when phase transitions take place. As a result, the symmetry-
breaking pattern determined by the low-order expansion of the
GL free energy in the vicinity of Tc is valid in the entire phase
even beyond the applicable range of the expansion, which is
nicely explained in Chapter 5 of the celebrated textbook in
Ref. [82]. The same philosophy is used in later discussions
of the superconducting phase with a tricomponent pairing gap
function.

B. Minimization of the free energy for the junction

Next, we proceed to discuss the tricomponent pairing gap
function as a consequence of the competition among three
pairing order parameters. The system under consideration is
a heterojunction formed by a chiral p-wave superconductor in
the upper space and an s-wave superconductor in the lower
space, as shown in Fig. 1. The pairing Hamiltonians deep
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inside the upper and lower spaces in Fig. 1 are given by

�̂p =
∑
�kαβ

1

k f
(|�px|kx + i|�py|ky)(σ ziσ y)αβc†

�kα
c†
−�kβ

,

�̂s = |�s|
∑

�k
c†

�k↑c†
−�k↓, (2)

in which α, β =↑,↓ are the spin indices, and c†
�kα

is the elec-

tron creation operator with momentum �k and spin α.
On the other hand, due to the proximity effect, there is

a mixture of p-wave (�px,�py) and s-wave (�s) supercon-
ducting order parameters in the junction region. To study the
pattern of mixing, we take a GL free-energy analysis. Because
of the heterostructure, the point group symmetry becomes the
planar C4v group, which contains the C4 rotations and four
reflections. Assuming the U(1) gauge, time reversal, and C4v

symmetries, the free-energy density up to the quartic order
takes the form:

f = fp + fs + fsp + f ′
sp, (3)

in which

fs = Ks|∇z�s|2 + αs|�s|2 + βs|�s|4,
fp = Kp(|∇z�px|2 + |∇z�py|2) + f1,

fsp = gsp
[
�∗2

s

(
�2

px + �2
py

) + c.c.
]
,

f ′
sp = γ (|�px|2 + |�py|2)|�s|2, (4)

where f1 within fp is given by Eq. (1) and c.c. is complex
conjugate for short. The coefficient of each term up to the
tree level is determined by a diagrammatic calculation, as
discussed in detail in Appendix A.

To mimic the junction structure close to the interface at
z = 0, the following conditions are set:

αp(z) < 0, αs(z) > 0, for z > 0,

αp(z) > 0, αs(z) < 0, for z < 0,
(5)

so that the px + ipy pairing dominates deep inside the upper
space, whereas the s-wave pairing dominates deep inside the
lower space. Due to the gradient terms led by Kp and Ks, the
pairing gap function cannot exhibit a sudden change. There-
fore, px-, py- and s-wave pairing symmetries should coexist
close to the z = 0 interface.

To understand intuitively, we take a quick look at the phase-
sensitive terms in the free energy. The phase sensitive gsp and
gpp terms are

gsp
[
�∗2

s

(
�2

px
+ �2

py

) + c.c.
] − gpp

∣∣�∗
px

�py − �∗
py

�px

∣∣2
, (6)

which can be evaluated as

2gsp|�s|2|�p|2[cos(2φx − 2φs) + cos(2φy − 2φs)]

+ 2gpp[cos(2φx − 2φy) − 1], (7)

where �s = |�s| exp(iφs), �px = |�p| exp(iφx ), and �py =
|�p| exp(iφy). Each term in Eq. (7) is minimized if φx, φy, and
φs mutually differ by ±π

2 . However, Eq. (7) is frustrated since
a simultaneous mutual ± 1

2π difference among three phases
is impossible. Therefore, there will be competition among

the phases of the superconducting order parameters in the
coexisting region.

To determine the pattern arising from the competition, we
apply an iterative numerical method to obtain the solution
of the pairing gap function by minimizing the free energy.
The numerical results for the magnitudes and phases of the
superconducting order parameters are displayed in Figs. 3(a)
and 3(b), respectively. It is found that the solutions of the
magnitudes |�px | and |�py | are equal, as shown in Fig. 3(a).
As can be seen from Fig. 3(a), the system can be clearly
divided into three regions: the region marked with I, where
the s-wave pairing dominates (deep inside the s-wave bulk);
region II between the two vertical dashed lines, where all
three pairing symmetries coexist; and region III, where the
px, py-wave pairings dominate (deep inside the bulk of the
chiral p-wave superconductor). In the numerical calculations,
the phase φs of the s-wave pairing is chosen to be zero for
z < 0 and |z/ξw| 	 1, where ξw = √|Ks/αs| represents the
width of the coexisting region. Then φs is solved to remain
at zero in the entire junction, as indicated by the red line in
Fig. 3(b).

As can be seen from Fig. 3(b), deep inside the p-wave
bulk, �px and �py have a relative π

2 phase difference, and
the magnitude of �s is nearly negligible. When approaching
the junction from the p-wave side, the magnitudes of �px and
�py start shrinking, and so does the phase ϕ between them,
whereas the magnitude of �s keeps growing. Eventually,
when leaving the coexisting region and entering the s-wave
bulk, �s is much larger than �px and �py in magnitude. We
note that the three phases φx, φy, and φs exhibit the following
pattern throughout the whole space:

φx − φy = ϕ,

φx + φy

2
− φs = π

2
. (8)

As a result, the tricomponent pairing gap function in the
coexisting region can be written as s + i[px exp(iϕ/2) +
py exp(−iϕ/2)], as shown in Fig. 2(a), in which ϕ decreases
from π/2 down to 0 as the junction is traversed from z > 0 to
z < 0.

C. Symmetry-breaking pattern

In closing this section, we discuss the symmetry-breaking
pattern in the junction region. Clearly, all symmetry trans-
formations T,C4, Mx, My, Mx−y, and Mx+y are spontaneously
broken, where Mx,y and Mx±y represent the spin-orbit cou-
pled reflection with respect to the x, y, and x ± y planes,
respectively. Here, Lz + 1

2 N is not conserved when β ′
p =

0. However, the tricomponent pairing s + i[px exp(iϕ/2) +
py exp(−iϕ/2)] is invariant under T Mx−y. Hence, the un-
broken symmetry group is 〈T Mx−y〉 
 Z2, in which 〈· · ·〉
represents a group generated by the operations inside the
bracket. As a result, the symmetry-breaking pattern for the
tricomponent pairing is C4v × ZT

2 → Z2, in which ZT
2 on the

left side of the arrow represents 〈T 〉, i.e., the group generated
by the time-reversal operation. Since |C4v × ZT

2 |/|Z2| = 8,
where |...| represents the number of group elements, there
are eight degenerate solutions of the pairing configurations
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FIG. 3. (a) Magnitudes of the gap function |�s| (red curve) and |�px| = |�py| (blue curve) as functions of z and (b) their phases φs (red
curve), φx (blue curve), and φy (yellow curve) as functions of z. The intervals of z marked by I, II, and III represent the regions where s-wave
dominates, s- and p-wave coexist, and p-wave dominates, respectively. The units for |�λ| (λ = s, px, py) and the spatial coordinate z are the
transition temperature Tc and the coherence length ξT = vF /Tc, respectively, where vF is the Fermi velocity. The parameters in the numerical
calculations are chosen as Ks = Kp = 10NF ξ 2

T , αs = 2sgn(z)NF , αp = −sgn(z)NF , βs = 2NF /T 2
c , βp = 3.75NF /T 2

c , β ′
p = 0.5NF /T 2

c , gsp =
3.5NF /T 2

c , gpp = 3.5NF /T 2
c , and γ = 10NF /T 2

c , where NF is the density of states at the Fermi level, and Tc is the superconducting transition
temperature.

given by

s + iη1

[
exp

(
iη2ϕ

2

)
px + η3 exp

(
− iη2ϕ

2

)
py

]
, (9)

in which η j = ±1 ( j = 1, 2, 3).
On the other hand, the boundary condition deep in the

p-wave bulk needs to be specified when minimizing the free
energy, which amounts to fixing the chirality (i.e., px + ipy or
px − ipy) deep in the upper space. The choice of the boundary
condition explicitly breaks the time-reversal and reflection
symmetries since they both flip the chirality. By putting the
s- and chiral p-wave superconducting layers in contact with
each other, the junction structure further breaks the resid-
ual C4 symmetry [83], where the action of the C4 rotational
operation on the chiral p-wave pairing is defined up to a
gauge transformation. The corresponding four degenerate tri-
component pairing configurations among the eight in Eq. (9)
satisfy η2η3 = −ηc, when the boundary condition is chosen
as px + iηc py, where ηc = ±1. Figures 2(a)–2(d) display the
configurations for the positive chirality case (i.e., px + ipy),
and the other four negative chirality configurations can be
obtained from those in Fig. 2 by switching �px and �py.

Finally, we note that, although the analysis is performed in
the framework of GL free energy, which can only be derived
from the BCS theory in the vicinity of the superconducting
transition temperatures, one may question the validity of the
GL analysis since the transition temperatures of s- and p-
wave superconductors could mismatch. Nevertheless, the GL
formalism can be viewed as the complex φ4 theory based on
symmetry properties on a general basis. The coefficients of
αp in Eq. (1) and αs in Eq. (4) become nonanalytic when
temperatures are far below Tc. Our analysis below does not
depend on the details of the quadratic terms but on the quartic
terms fsp and fpp which remain regular even far below Tc.

Hence, the obtained symmetry-breaking pattern and the pair-
ing configurations in Eq. (9) are robust to junction details and
the temperature range. Therefore, the characteristic features of
the tricomponent pairing equally applies deep in the ordered
phase, extending beyond the applicable range of the GL free-
energy analysis.

III. ANISOTROPIC MAGNETOELECTRIC EFFECT
AND EDGE MAGNETIZATION

In this section, we discuss a type of anisotropic magne-
toelectric effect in the tricomponent pairing heterojunction.
Using a linear response approach, we show that a spatial
variation of the electric potential can induce spin magnetiza-
tions along the z direction with a strength dependent on the
direction of the electric field. Since an edge corresponds to
a change of the electric potential, we conclude that the edge
of the heterojunction carries anisotropic spin magnetization
if the potential change in the vicinity of the edge is slow
enough such that the linear response approximation applies.
In the next section, we make a complimentary analysis on the
opposite limit where the electric potential changes abruptly
at the edge. The anisotropic edge magnetization is shown to
emerge as the consequence of the splitting between the two
branches of chiral Majorana edge modes. Therefore, the soft
and hard edge pictures on the edge magnetization are fully
consistent with each other.

Before proceeding, we first note that there is no spin
magnetization along the z direction for a uniform system.
This can be directly seen by noticing that, in the tricompo-
nent pairing s + iη1[exp(iη2ϕ/2)px + η3 exp(−iη2ϕ/2)py],
the Cooper pairings always occur between up and down elec-
trons, thereby carrying no spin-angular momentum Sz.
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FIG. 4. The Feynman diagram for the response of the spin mag-
netization Sz to an external static electric potential V .

Next, we study the induced magnetization in the pres-
ence of a spatially varying electrical potential. In the linear
response theory, this is captured by the response of the spin-
magnetization density Sz(�r) to an applied electric potential
V (�r), as shown by the bubble diagram in Fig. 4. Assuming
V (�r) to be slowly varying, we will only calculate the results
up to linear order in the wave vector �q. The solid lines in
Fig. 4 represent the fermionic Green’s functions G(iωn, �k) in
the superconducting state, where ωn = (2n + 1)πT (n ∈ Z) is
the fermionic Matsubara frequency, and the dashed lines are
the bosonic field Sz(�r) or V (�r). In the following, we assume
that �r represents the two-dimensional (2D) spatial coordinates
within the junction interface.

In the momentum space within the Bogoliubov–de Gennes
(BdG) formalism, the pairing �̂(�k), the spin density Ŝz(�q), and
the particle number density ρ̂(�q) can be represented as

Ŝz(�q) = ψ†(�k + �q)Sz(�q)ψ (�k),

ρ̂x(�q) = ψ†(�k + �q)ρ(�q)ψ (�k),

�̂(�k) = ψ†(�k)�(�k)ψ†,T (�k), (10)

in which ψ (�k) = [c↑(�k), c↓(�k), c†
↑(−�k), c†

↓(−�k)]T , and the
4 × 4 matrix kernels are

Sz(�q) = 1

4
σ zτ z, ρ(�q) = 1

2
τ z,

�(�k) = −|�s|σ yτ y − |�p|
k f

×
[

(kx + ky)σ xτ y cos
ϕ

2
+ (kx − ky)σ xτ x sin

ϕ

2

]
,

(11)

in which τ j ( j = x, y, z) are the Pauli matrices in the Nambu
space, and the tricomponent structure s + i[exp(i ϕ

2 )px +
exp(−i ϕ

2 )py] is assumed. For simplicity, we take a rotation-

ally invariant band dispersion ξ (�k) = h̄2

2m (k2 − k2
f ). Using the

Green’s function:

G(iωn, �k) = 1

iωn − ξ (�k)τ z − �(�k)
, (12)

the diagram in Fig. 4 can be evaluated as

χ (�q) = −
∫

d2k

(2π )2

1

β

×
∑
iωn

Tr[SzG(iωn, �k + �q)V G(iωn, �k)]

= χ0(iqx + iqy), (13)

in which, within the limit |�s|, |�p| � T (i.e., close to the
superconducting transition temperature), χ0 is calculated to
be

χ0 ≈ 7ζ (3)

8
√

2π2
NF

1

T 2

|�p�s|
k f

cos
ϕ

2
, (14)

where ζ , NF , and T are the Riemann zeta function, the density
of states at Fermi level, and the temperature, respectively. In
Eq. (13), the �q-independent terms vanish, and only the terms
linear in �q are kept. Detailed calculations are included in
Appendix B.

The form of χ (�q) in Eq. (13) implies the following re-
sponse relation in real space:

Sz(�r) = χ0(∂xV + ∂yV ) =
√

2χ0n̂0 · ∇V, (15)

in which n̂0 = 1√
2
(1, 1, 0). As is clear from Eq. (15), the

response is anisotropic since there is a special direction n̂0,
which is simply a consequence of the breaking of the C4

symmetry. Also notice that the two sides of Eq. (15) are
both invariant under the unbroken symmetry transformation
T Mx−y. Indeed, the invariance under T Mx−y can completely
determine n̂0 to be parallel with the (110) direction. We em-
phasize that, although the response in Eq. (15) is obtained
by simplifying the junction region as a 2D problem, Eq. (15)
equally applies in the more rigorous three-dimensional (3D)
treatment by considering the averaged response over the z
direction, as proved in Appendix C based on a symmetry anal-
ysis, except that the susceptibility χ0 will have a renormalized
value.

Finally, we note that the edge can be modeled by a change
of the electric potential. The potential in the vacuum side is
higher than the Fermi energy in the bulk so that the elec-
trons in the vacuum are completely depleted. Consider a
soft edge where the electric potential varies slowly. Since
∇V = | �∇V |(cos θ, sin θ, 0) is parallel to the normal direction
of the edge, it is clear from Eq. (15) that a spin magnetiza-
tion emerges on the edge. For a rough estimation, | �∇V | can
be approximated as ∼ε f /ξc, where ε f = h̄2

2m k2
f is the Fermi

energy and ξc is the coherence length. Therefore, the edge
magnetization along the z axis can be estimated as

Sz(θ ) ∼
√

2χ0
ε f

ξc
(cos θ + sin θ ), (16)

which is highly dependent on the normal direction of the
edge. Assuming the edge to be in a circular shape, the edge
magnetization along the z direction is illustrated in Fig. 5,
where the height of the red arrows indicates the strength of
the spin polarizations.

IV. EDGE STATE PICTURE OF THE EDGE
MAGNETIZATION

In this section, we consider a hard edge which is assumed
to be an infinite straight line. The system lies on one side
of the edge, and the other side is the vacuum. The boundary
condition is taken such that the wave function vanishes at the
edge and in the vacuum. We show that the edge magnetization
discussed in Sec. III with a soft edge can alternatively be
understood in the edge-state picture.
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FIG. 5. The anisotropic edge magnetization on a circular bound-
ary of the junction. The edge is represented by the blue circle. The
direction and magnitude of the edge magnetization are represented
by the direction and height of the red arrows, respectively.

For simplification of discussion, we perform a rotation of
the coordinate system defined as(

x
y

)
=

(
cos θ − sin θ

sin θ cos θ

)(
x′
y′

)
. (17)

In the rotated basis, x̂′ is along the normal direction n̂ =
x̂ cos θ + ŷ sin θ of the edge, and k′

y is a good quantum
number. After the rotation, the superconducting pairing gap
function is transformed into

�̂′ = 1

k f
[�′

px(−i∂ ′
x ) + �′

pyk′
y]σ ziσ y + �siσ

y, (18)

in which

�′
pν = |�p|

[
(cos θ + sin θ ) cos

ϕ

2

+ ε(ν)i(cos θ − sin θ ) sin
ϕ

2

]
, (19)

where ν = x, y, and −ε(x) = ε(y) = 1. To further simplify
the problem, a gauge transformation can be performed to
absorb the phase of �′

px. Then the pairing acquires the form:

�̂′′ = 1

k f
[�′′

px(−i∂ ′
x ) + �′′

pyk′
y]σ ziσ y + �′′

s iσ y, (20)

in which

�′′
px = |�p|

√
1 + sin(2θ ) cos ϕ,

�′′
py = |�p|cos(2θ ) cos ϕ + i sin ϕ√

1 + sin(2θ ) cos ϕ
,

�′′
s = i�s

cos ϕ

2 (cos θ + sin θ ) + i sin ϕ

2 (cos θ − sin θ )√
1 + sin(2θ ) cos ϕ

.

(21)

In what follows, we assume that the junction occupies the
x′ < 0 region, whereas x′ > 0 is the vacuum. The boundary
condition is taken such that the wave function vanishes when
x′ � 0.

The general solutions of the edge states are rather com-
plicated. To illustrate the essential physics, it is enough to

FIG. 6. Dispersions of the chiral edge Majorana modes for (a)
θ = 3π

4 , − π

4 and (b) θ �= 3π

4 ,− π

4 , where θ ∈ [−π, π ].

consider the limit |�s| � |�p|. The strategy is first solving
the edge states for k′

y = 0, and then a nonzero k′
y can be

included using a k · p perturbation method. In the absence of
the s-wave component, there are two Majorana zero modes
localized around the boundary for k′

y = 0. In the weak pairing
limit |�p| � ε f , the wave functions of the two zero modes
can be solved as [61]

�↑(x′) =
[
exp

(
−i

π

4

)
, 0, 0, exp

(
i
π

4

)]T
u(x),

�↓(x′) =
[
0, exp

(
−i

π

4

)
, exp

(
i
π

4

)
, 0

]T
u(x), (22)

in which u(x) = 1√
N

sin(k f x) exp( m|�p|
h̄k f

x), where N is a nor-
malization factor. Since |�s| � |�p|, the s-wave pairing can
be treated using a first-order perturbation. It is straightforward
to verify that the projection of �̂s [defined in Eq. (2)] to the
basis {�↑,�↓} is −(Im�′′

s )sz, where sα (α = x, y, z) are the
Pauli matrices in the space spanned by {�↑,�↓}, and Im�′′

s
can be read from Eq. (21). Therefore, while the Majorana
modes remain at zero energy under the real part of �′′

s , the
imaginary part of �′′

s opens a gap on the edge.
Next, we move to a nonzero k′

y. The k · p Hamiltonian can
be obtained by projecting the pairing along the y′ direction

to the basis {�↑,�↓}, and the result is − Im�′′
py

k f
k′

ys0, where s0

is the 2 × 2 identity matrix. Combining with the contribution
from the Im�′′

s term, the dispersions of the two chiral Majo-
rana edge fermions can be derived as

Eη(k′
y) = − Im�′′

py

k f
k′

y − ηIm�′′
s , (23)

in which Eη(k′
y) is the dispersion of the η branch of the

chiral modes, where η = 1 (−1) for ↑ (↓). Therefore, when
an s-wave component is present in the pairing, the two edge
modes split by an energy gap �E = 2Im�′′

s . Since Im�′′
s

vanishes when θ = 3π/4,−π/4, the spin-up and down chiral
branches coincide with each other, as shown in Fig. 6. When
θ �= 3π/4,−π/4, the two branches split due to the opening
of the gap, as shown in Fig. 6(b).

The two branches of chiral Majorana edge modes are spin
polarized. As can be seen from Eq. (23), within the approxi-
mation of a linear dispersion, the occupation range of k′

y for
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FIG. 7. Diagrams determining the coefficients in the Ginzburg-Landau free energy.

the λ branch of the chiral mode is ελ
Im�′′

s
Im�′′

py
k f � k′

y � k f , in

which ελ = 1 (−1) for λ =↑ (↓). This leads to an imbalance
in the occupation range between the up and down chiral edge
modes corresponding to the line segment between points A
and B in Fig. 6(b). As a consequence, a spin polarization
develops on the edge, which has a direction dependence
proportional to Im�′′

s /Im�′′
y ∼ (sin θ + cos θ ). This result is

consistent with what has been obtained in Sec. III, as shown
in Fig. 5. Thus, we see that the soft and hard edge pictures on
the edge magnetization are fully consistent with each other.

Finally, we also note that experiments on the anisotropic
effect of the edge magnetization in the heterojunction could
be potentially useful for testing the gap function symmetries
of unconventional superconductors.

V. CONCLUSIONS

In conclusion, we have studied the heterojunction with
one side possessing the chiral p-wave (i.e., px ± ipy) and
the other side the conventional s-wave pairing gap func-
tions. By employing a GL free-energy analysis, the pairing

gap function in the junction region is shown to exhibit a
frustrated tricomponent structure as s + iη1[exp(iη2ϕ/2)px +
η3 exp(−iη2ϕ/2)py], where ϕ is the phase difference between
the px and py components, and η j = ±1 ( j = 1, 2, 3). By
solving the chiral Majorana edge modes with the tricompo-
nent pairing, we find that the edge of the junction carries
an anisotropic spin magnetization, where the anisotropy orig-
inates from the breaking of the rotational symmetry. In
addition, the edge magnetization is consistent with a type of
anisotropic magnetoelectric effect, which is analyzed through
the linear response calculation.
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APPENDIX A: THE GL FREE ENERGY

For simplicity, we will consider a system with isotropic Fermi surface. As a result, the β ′
p term vanishes. Only keeping the

spatially uniform parts, the free energy up to quartic orders is

fspp = αs|�s|2 + αp(|�px|2 + |�py|2) + βs|�s|4 + βp(|�px|4 + |�py|4) + gpp[(�∗
px�py)2 + (�∗

py�px )2]

+ νp|�px|2|�py|2 + γ1(|�px|2 + |�py|2)|�s|2 + gsp
[
�∗2

s

(
�2

px + �2
py

) + �2
s

(
�∗2

px + �∗2
py

)]
. (A1)

While the coefficients of the quadratic terms depend on the interactions which rely on the details of the pairing mechanism,
the coefficients of the quartic terms are not dependent on the interaction strength within a tree-level approximation and can be
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determined from the diagrams in Fig. 7, in which the the superconducting order parameters are given by

�̂s = �s

2

∑
k

c†
k iσ y(c†

−k )T , �̂px = �px

2k f

∑
k

c†
k (kxσ

z )iσ y(c†
−k )T , �̂py = �py

2k f

∑
k

c†
k (kyσ

z )iσ y(c†
−k )T , (A2)

where c†
k = (c†

k↑ c†
k↓) is a two-component row vector.

Keeping only the static and uniform terms (i.e., zero frequency and zero momentum), we obtain

βs = 3

2
β̂0Tr{(iσ y)†(iσ y)(iσ y)†(iσ y)},

βp = 3

2
β̂0

1

k4
f

Tr{(ikασ zσ y)†(ikασ zσ y)(ikασ zσ y)†(ikασ zσ y)},

νp = 6β̂0
1

k4
f

Tr{(ikxσ
zσ y)†(ikxσ

zσ y)(ikyσ
zσ y)†(ikyσ

zσ y)},

γ1 = 6β̂0
1

k2
f

Tr{(ikασ zσ y)†(ikασ zσ y)(iσ y)†(iσ y)},

gpp = 3

2
β̂0

1

k4
f

Tr{(ikxσ
zσ y)†(ikyσ

zσ y)(ikxσ
zσ y)†(ikyσ

zσ y)},

gsp = 6β̂0
1

k2
f

Tr{(iσ y)†(ikασ zσ y)(iσ y)†(ikασ zσ y)}, (A3)

in which kα can be taken as either kx or ky, and the operation β̂0 acting on the expression to the right of it is defined as

β̂0[· · ·] = 1

β

1

L3

∑
ωm,k

1(
ω2

m + ξ 2
k

)2 [· · ·], (A4)

where ξk = h̄2k2/2m − εF , and L3 is the volume of the system. In the weak pairing limit, a linearization of the dispersion can be
performed. Changing the integration over �k to spherical coordinates, we have

β̂0[· · ·] = NF
1

β

∑
n

∫ ∞

−∞
dε

∫ π

0
sin θdθ

∫ 2π

0
dφ

1

{[(2n + 1)π/β]2 + ε2}2 [· · ·], (A5)

in which NF is the density of states at the Fermi energy.
Plugging Eq. (A5) into Eq. (A3), performing the integrations, and summing over the Matsubara frequencies, we obtain

βs = 3
2β, βp = 3

10β, νp = 2
5β, γ1 = 2β, gpp = 1

10β, gsp = 2β, (A6)

in which

β = 7ζ (3)NF

8π2T 2
. (A7)

Notice that, since 2(βp − gpp) = νp, the p-wave terms in Eq. (A1) can be recombined into the form in Eq. (1).
Finally, we note that the coefficients determined in this section are not accurate in real situations since there are notable

renormalization effects, particularly when T is close to Tc.

APPENDIX B: THE LINEAR RESPONSE OF THE ANISOTROPIC MAGNETOELECTRIC EFFECT

We work in the ordered phase and calculate the correlation function between Sz and ρ. In the following calculations, we take
the pairing as −is + exp(iϕ/2)px + exp(−iϕ/2)py. The pairing is taken as

�p

k f

[
exp

(
iϕ

2

)
kx + exp

(
− iϕ

2

)
ky

]
σ ziσ y − i�siσ

y

=
⎧⎨
⎩

0 �p

k f
cos

(
ϕ

2

)
(kx +ky )+i

[�p

k f
sin

(
ϕ

2

)
(kx −ky)−�s

]
�p

k f
cos

(
ϕ

2

)
(kx +ky )+i

[�p

k f
sin

(
ϕ

2

)
(kx −ky)+�s

]
0

⎫⎬
⎭, (B1)
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in which both �p and �s are real and positive. In the spin-up sector, the BdG Hamiltonian is of the form:

H↑(�k) =
⎧⎨
⎩

ξ (�k) �p

k f
cos

(
ϕ

2

)
(kx +ky)−i

[�p

k f
sin

(
ϕ

2

)
(−kx +ky)+�s

]
�p

k f
cos

(
ϕ

2

)
(kx +ky)+i

[�p

k f
sin

(
ϕ

2

)
(−kx +ky)+�s

] −ξ (−�k)

⎫⎬
⎭

= ξ (�k)ιz + �p

k f
cos

(ϕ

2

)
(kx + ky)ιx +

[
�p

k f
sin

(ϕ

2

)
(−kx + ky) + �s

]
ιy. (B2)

Since the spin-up and down sectors are related by a particle-hole transformation, it is enough to work in the spin-up sector. We
also note that the matrix kernels for Sz and ρ in the spin-up sector are ιz and 1

2 ι0, respectively, where ι0 is the 2 × 2 identity
matrix. In what follows, we write ια as σα (α = 0, x, y, z) for simplicity.

In the imaginary time formalism, the diagram in Fig. 4 can be evaluated as

χ (�q) = −
∫

d2�k
(2π )2

1

β

∑
iωn

Tr

[
1

2
σ 0 1

iωn − H↑(�k + �q)
σ 3 1

i�n − H↑(�k)

]

= −
∫

d2�k
(2π )2

1

β

∑
iωn

1

ω2
n + ξ 2(�k + �q) + �2

p

k2
f

cos2
(

ϕ

2

)
(kx + qx + ky + qy)2 +

[
�p

k f
sin

(
ϕ

2

)
(−kx − qx + ky + qy) + �s

]2

× 1

ω2
n + ξ 2(�k) + �2

p

k2
f

cos2
(

ϕ

2

)
(kx + ky)2 +

[
�p

k f
sin

(
ϕ

2

)
(−kx + ky) + �s

]2

×Tr

(
σ 0

2

{
iωn + ξ (�k + �q)σ z + �p

k f
cos

(ϕ

2

)
(kx + qx + ky + qy)σ x +

[
�p

k f
sin

(ϕ

2

)
(−kx − qx + ky + qy) + �s

]
σ y

}

× σ z

{
iωn + ξ (�k) + �p

k f
cos

(ϕ

2

)
(kx + ky)σ x +

[
�p

k f
sin

(ϕ

2

)
(−kx + ky) + �s

]
σ y

})
. (B3)

The trace term in Eq. (B3) can be evaluated to be

Tr[· · ·] = −i
�p

k f
cos

(ϕ

2

){
qx

[
2�p

k f
sin

(ϕ

2

)
ky + �s

]
+ qy

[
−2�p

k f
sin

(ϕ

2

)
kx + �s

]}
, (B4)

in which the linear-in-ωn terms are neglected since they sum to zero after Matsubara frequency summation. Since the numerator
of Eq. (B3) is already linear in �q, the �q’s in the denominator can be set to be zero since we only need the results up to O(�q). Then
we arrive at

χ (�q) = iqxχx + iqyχy, (B5)

in which

χx = �p

k f
cos

(ϕ

2

) ∫
d2�k

(2π )2

1

β

∑
iωn

2�p

k f
sin

(
ϕ

2

)
ky + �s

ω2
n + ξ 2(�k) + �2

p

k2
f

cos2
(

ϕ

2

)
(kx + ky)2 +

[
�p

k f
sin

(
ϕ

2

)
(−kx + ky) + �s

]2 ,

χy = �p

k f
cos

(ϕ

2

) ∫
d2�k

(2π )2

1

β

∑
iωn

− 2�p

k f
sin

(
ϕ

2

)
kx + �s

ω2
n + ξ 2(�k) + �2

p

k2
f

cos2
(

ϕ

2

)
(kx + ky)2 +

[
�p

k f
sin

(
ϕ

2

)
(−kx + ky) + �s

]2 . (B6)

Next, to simplify the expressions of χx and χy, we perform a change of variable:

k′
x = 1√

2
(kx + ky), k′

y = 1√
2

(−kx + ky). (B7)

Then we have

χx = Ax + Ay + As, χy = −Ax + Ay + As, (B8)
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in which

Aα = �p

k f
cos

(ϕ

2

) ∫
d2�k′

(2π )2

1

β

∑
iωn

√
2�p

k f
sin

(
ϕ

2

)
k′
α

ω2
n + ξ 2(�k′) + 2�2

p

k2
f

cos2
(

ϕ

2

)
k′2

x +
[√

2�p

k f
sin

(
ϕ

2

)
k′

y + �s

]2 ,

As = �p

k f
cos

(ϕ

2

) ∫
d2�k′

(2π )2

1

β

∑
iωn

�s

ω2
n + ξ 2(�k′) + 2�2

p

k2
f

cos2
(

ϕ

2

)
k′2

x +
[√

2�p

k f
sin

(
ϕ

2

)
k′

y + �s

]2 , (B9)

in which α = x, y. Clearly, Aα (α = x, y) vanishes since the numerator is odd under the integration over
∫

dk′
α .

In the limit �s,�p � T , the dependence on the order parameters in the denominators of As can be neglected, and we have

χx = χy ≈ �p�s√
2k f

cos
(ϕ

2

) ∫
d2�k

(2π )2

1

β

∑
iωn

1[
ω2

n + ξ 2(�k)
]2 . (B10)

The integral can be evaluated as∫
d2�k

(2π )2

1

β

∑
iωn

1[
ω2

n + ξ 2(�k)
]2 = N0

1

β

∑
iωn

∫
dε

1(
ω2

n + ε2
)2 = N0

1

β

∑
n∈Z

π

2

1

|2πn/T |3 = 7ζ (3)

8π2
N0

1

T 2
, (B11)

in which ζ is the Riemann zeta function.
In summary, in the limit �s,�p � T , the response is

Sz = χ0(∂xV + ∂yV ), (B12)

in which

χ0 = 7ζ (3)

8
√

2π2
N0

1

T 2

�p�s

k f
cos

(ϕ

2

)
. (B13)

APPENDIX C: SYMMETRY CONSIDERATION OF EQ. (13)

In this Appendix, based on symmetry analysis, we show
that the linear magnetoelectric response must be proportional
to n̂0 · ∇V in the full 3D treatment, consistent with Eq. (13).

We consider the averaged response of spin density over the
z direction

∫
dzSz(�r‖, z) in the presence of an electric potential

ϕ(�r). In the framework of linear response, the averaged mag-
netoelectric response χ with wave vector �q‖ and frequency ω

is determined by the following retarded response function:

χ (�q‖; ω) =
∫ ∞

−∞
dt ′d�r′

‖dzdz′

× exp[iω(t − t ′)] exp[−i �q‖ · (�r‖ − �r′
‖)]ϕ(�q‖, z′)

×�(t − t ′)〈G|[Sz(�r‖, z; t ), ρ(�r′
‖, z′; t ′)]|G〉,

(C1)

in which |G〉 is the ground state of the 3D junction; � is
the step function; ϕ(�q‖, z′) = ∫

d�r‖ exp(−i �q‖ · �r‖)ϕ(�r‖, z′) is
the Fourier transformed electric potential in the xy plane; and
translational symmetry of |G〉 in the xy plane is used. For sim-
plicity, the zero temperature is considered, but the discussion
is straightforwardly generalizable to finite temperatures.

Notice that the ground state is invariant under the unbroken
symmetry operation T Mx−y (see the discussion of unbroken
symmetry group in Sec. II C). Since spin operators are pseu-
dovectors, the sign of Sz changes twice under Mx−y and T , and
as a result, there is no sign flip in Sz under the combined oper-
ation T Mx−y. Using the following transformation properties:

T Mx−y : Sz(x, y, z; t ) → Sz(y, x, z; t ), (C2)

T Mx−y : ρ(x, y, z; t ) → ρ(y, x, z; t ), (C3)

we obtain

χ (qx, qy; ω) = χ (qy, qx; ω). (C4)

For terms linear in qx and qy, Eq. (C4) excludes the i(qx −
qy) component and uniquely determines χ to be proportional
to i(qx + qy). Notice that this feature is the same as Eq. (13)
which is derived from a 2D calculation. Therefore, a 2D treat-
ment of the junction region is enough to capture the qualitative
features of the magnetoelectric response, although a full 3D
calculation will in general give a renormalized value of the
coefficient χ0 in Eq. (13).
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