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The thermodynamic properties of the bilayer ruthenate compound SrsRuz O7 at very low temperatures are inves-
tigated by using a tight-binding model yielding the realistic band structure combined with the on-site interactions
treated at the mean-field level. We find that both the total density of states at the Fermi energy and the entropy
exhibit a sudden increase near the critical magnetic field for the nematic phase, echoing the experimental find-
ings. A new mechanism to explain the anisotropic transport properties is proposed based on scatterings at the
anisotropic domain boundaries. Our results suggest that extra cares are necessary to isolate the contributions
due to the quantum criticality from the band structure singularity in SrsRusO7.

PACS: 72.80.Ga, 73.20.—r, 71.10.Fd

The bilayer ruthenate compound Sr3RusO; has
aroused considerable attentions with various inter-
esting properties. It was first considered exhibit-
ing a field-tuned quantum criticality of the metam-
agnetic transition.l' ) Later, in the ultra-pure sin-
gle crystal it has been found that the metamagnetic
quantum critical point is intervened by the emer-
gence of an unconventional anisotropic (nematic) elec-
tronic state,[*" stimulating considerable theoretical
efforts.[°~ 1% SrsRu,O7 is a metallic itinerant system
with the active ta4-orbitals of the Ru sites in the bi-
layer RuOy (ab) planes. At very low temperatures
(~ 1K), it starts as a paramagnet at small mag-
netic fields. Further increasing field strength leads to
two consecutive metamagnetic transitions at 7.8 and
8.1 Tesla if the field is perpendicular to the ab-plane.
The nematic phase is observed between these two tran-
sitions, identified by the observation of anisotropic re-
sistivity without noticeable lattice distortions.

This nematic phase in SrgRusO7 can be under-
stood as the consequence of a Fermi surface Pomer-
anchuk instability.’] It is a mixture in both den-
sity and spin channels with the d-wave symmetry,!'!
though its microscopic origin remains controversial.
Different microscopic theories have been proposed
based on the quasi-1D bands of d,, and dyz,[“‘“"m
and based on the 2d-band of d,.[""'%'7 In the
theories of ours!'*'®] and Raghu et al,['”) the un-
conventional (nematic) magnetic ordering was inter-
preted as orbital ordering between the d,. and dy.-
orbitals. In particular, in Ref.[18] a realistic tight-
binding model is constructed taking into account the
multi-orbital features, which reproduces accurately
the results of the angle-resolved photon emission spec-
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troscopy (ARPES)?! and the quasiparticle interfer-
ence in the spectroscopic imaging scanning tunneling
microscopy (STM).[*]

The influence of quantum critical fluctuations in
Sr3Ruy 07 seems to be novel as well. Rost et al.l?22%
measured the entropy and specific heat in ultra-pure
samples and found divergences near the metamagnetic
transitions in both quantities. Although it is a com-
mon feature in a quantum critical state that the spe-
cific heat diverges as C/T ~ [(B — B.)/B:]~* due
to quantum fluctuations, the exponent of « is fitted
to be 1 instead of 1/3 as predicted by the celebrated
Hertz Millis theory.[”*?°l The total density of states
(DOS) measured by Iwaya et al.”! using the STM
showed that the DOS at the Fermi energy (D(e,)) in-
creases significantly under the magnetic field, but the
DOS at higher and lower energy does not change ac-
cordingly. This indicates that the Zeeman energy does
not simply cause a relative chemical potential shift to
electrons with opposite spins (the DOS evolution with
the external magnetic field will be discussed in Sup-
plemental Material Il B, i.e., SM I B). These findings
have posted a challenge to understand the critical be-
havior in this material.

In this Letter, we show that the realistic band fea-
tures of Sr3RusO; make this material very sensitive
to small energy scales. Parts of the Fermi surface are
close to the van Hove singularities, and Fermi surface
reconstructions in the external magnetic fields'lead to
a singular behavior in D(e,). This results in the diver-
gences observed in the experiments mentioned above.
Because of the strong spin-orbit coupling and the un-
quenched orbital moments, the Zeeman energy tends
to reconstruct the Fermi surfaces rather than just pro-
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vides a relative chemical potential shift. Our results
suggest that the influence of quantum critical fluctua-
tions will be masked if D(e,,) of the system exhibits a
non-monotonic behavior, implying that a more careful
analysis is required in order to distinguish the role of
the quantum criticality in the bilayer SrsRusO7.

We employ the tight-binding model Hj for the
band structure of SrgRusO7 derived by two of us
and Arovas in a previous work!'"l as elaborated in
SM L. It is featured by the tog4-orbital structure (e.g.
des, dyz, dzy), the bilayer splitting, the staggered dis-
tortion of the RuO octahedral, and spin-orbit coupling
described by a few parameters as follows. The intra-
layer hoppings include the longitudinal (¢1) and trans-
verse (t2) hoppings for the d,, and d,,-orbitals, the
nearest neighbor (t3), the next nearest neighbor (¢4),
the next next nearest neighbor (t5) hoppings for the
dgy-orbital, and the next nearest neighbor (ts) hop-
ping between d,. and d,.-orbitals. Here ¢, is the
longitudinal inter-layer hopping for the d.. and d.-
orbitals. The rotations of the RuO octahedra induce
additional inra-(t,,,) and inter-layer (t ) hoppings
between d.. and d,. orbitals. The onsite terms in-
clude the spin-orbit coupling Ao - L, the energy split-
ting V,, of the d,. and d,. orbitals relative to the
dgy-orbital, and the chemical potential p. A typical
Fermi surface configuration is plotted in Fig.1 with
the parameter values in the caption.

1.0

05+—7 7

—0.51

~1.0 . 0.0
ky/m

Fig. 1. The Fermi surfaces using the bilayer tight-binding
model Eq. (1) in SM I with the parameters in units of ¢1 as:
to = 0.1t1, t3 = t1, t4 = 0.2t1, t5 = —0.06t1, tg = 0.1%1,
b1 =0.6t1, by = bk, = 0.1t1, A = 0.2y, Viy = 0.311,
and g = 0.94t1. The thick dashed lines mark the bound-
ary of the half Brillouin zone due to the unit cell doubling
induced by the rotation of RuO octahedra. The Fermi sur-
faces of the bonding (k. = 0) and the anti-bonding bands
(k. = m) are denoted by black solid and red dashed lines,
respectively.

The Hubbard model contains the on-site intra and
inter orbital interactions as

V
Hyy =U Z nw}]‘niai +

Z(IOé

S oagab, (1)

i,a,a7f

where the Greek index « refers to the orbitals zz, yz

and zy; the Latin index a refers to the upper and
lower layers. The other two possible terms in the
multi-band Hubbard interaction are the Hund rule
coupling and pairing hopping terms, which do not
change the qualitative physics and are neglected. We
assume the external B-field lying in the xz-plane
with an angle 6 tilted from the z-axis. The occu-
pation and spin in each orbital and layer are de-
fined as follows: ng = > . (dO‘T(')dO‘ (1)), 8%, =

LSS s(dd(i)de, (i), So, = B30 (dod(i)de (i),

where s refers to spin index. The detailed mean-field
theory solution for the Hamiltonian Hg + Hjyy is pre-
sented in SM I, and order parameters are computed
self-consistently. It was pointed out in Refs.[14,15]
that the nematic phase can be identified as the or-
bital ordering between the d,. and d,.-orbitals. The
nematic (N) and the magnetization (M) order pa-
rameters are defined as

N=> (g —ni*), M=> S (2)

Throughout this study, the interaction parameter val-
ues are taken as U/t; = V/t; = 3.6, such that no
spontaneous magnetization occurs in the absence of
the external magnetic field.

L, 0.25
3 —— ||
£ 020 oy
g
g 0.15]
3
a3
. 0.101
Q
—E 0.05
5o
0. 00 1000 0-0-0-0-0-0-g-0-0-0-0-0-0-0-0-0->0-0-0-0-0-0-0-0-0-g-0-0-0-0-0-0 0-0-0- G-
0.001 0.002 0.003 0.004 0.005 0.006
uB/t1

Fig. 2. The order parameters as a function of uy B for
0 = 0. The nematic phase (in the green area) is bounded
by two magnetization increases which correspond to meta-
magnetic transitions.

We present the mean-field results of low tempera-
ture thermodynamic properties at B || ¢, i.e., § = 0.
Many experimentally observed results can be repro-
duced and understood by the singular behavior of
D(e,) under the magnetic field. The order param-
eters |[M| and N as functions of u, B are shown in
Fig.2. There are three rapid increases in the mag-
netization, consistent with the experiment measure-
ments of the real part of the very dlow frequency
AC magnetic susceptibility at 7.5T, 7.8 T and 8.1°T,
respectively.[) Experimentally, only the last two ex-
hibit dissipative peaks in the imaginary part of the
AC susceptibility, which characterize the first order
metamagnetic transitions. The first jump measured is
considered as a crossover. The nematic ordering devel-
ops in the area bounded by the last two magnetization
jumps, reproducing the well-known phase diagram of
the SrgRus07.1Y In particular, if we adopt the results
from LDA calculations!””?*! that t; ~ 300meV, we
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can find that three jumps in the magnetization appear
at B ~ 0.0032t1/uy, 0.0053t1 /p1y,, and 0.0059¢; /puy, ~
15.77T, 26 T, and 29T, which are within the same
order to the experimental values. This is an im-
provement compared to the results in previous theory
calculations.l®~'111% in which the nematic ordering
develops at much higher field strength p, B/t1 =~ 0.02.

The sensitivity of the nematic phase to the small
energy scale like the Zeeman energy is because a part
of the Fermi surfaces, mostly composed of quasi-1D
bands, is approaching the van Hove singularities at
(m,0) and (0,7). The evolution of the Fermi sur-
face structures as increasing the B-field across the
nematic phase boundaries is presented in detail in
SM T A. When the system is in the nematic phase,
the Fermi surfaces only have 2-fold symmetry as ex-
pected. Particularly, the nematic distortion is most
prominent near (£, 0) and (0, +7) whose Fermi sur-
faces are dominated by the quasi-1D bands, support-
ing the mechanism of orbital ordering in quasi-1D
bands driven by the van Hove singularities.

4.4 -
; 4.0
3
0 3.6
3.2
0.005 0.006 0.007
upB/t;
Fig.3. (a) The entropy landscape represented by the

quantity S(B)/T in units of k% /t; within the range of
0.0045 < ppB/t; < 0.007. A sudden increase near the
nematic region (green area) is clearly seen.

One of the intriguing puzzles experimentally ob-
served is the critical exponent of the divergence in
entropy (as well as specific heat) when approaching
the nematic region, or the quantum critical point. As
mentioned in the introduction, the exponent does not
match the Hertz-Millis theory based on the assump-
tion of a constant DOS D(e,.). However, SraRuzO7
has a complicated Fermi surface evolutions under the
B-field, and is in the Fermi liquid state at low temper-
atures inferred from the temperature dependences of
the resistivity. It is then worthy of studying first the
contribution from the band structure to the entropy
before considering the quantum fluctuations. The en-
tropy per Ru atom can be evaluated by

S(B) = — 2 S5 (108, (k) In £ (B (k)
k J
FU- B ) - FEE)], ©)

where f is the Fermi distribution function, and E;(k)
is the mean-field energy spectra of the jth band.
In Fig.3, we plot S(B)/T at a low temperature of
1/(Bty) = 0.002 for the B-fields in the vicinity of

the nematic region. S(B)/T increases first, being
suppressed, and then decreases, which is consistent
with the experiment.[??) Since the nematic transition
is driven by the sudden increase of D(e,. ), the entropy
should also be enhanced from outside towards the ne-
matic region.

While it is generally expected that the quantum
fluctuations near the critical point contribute addi-
tional entropy, our results demonstrate the singular
behavior of D(e,) already produces diverging behavior
in entropy under magnetic field at constant temper-
ature, although the critical exponent « is difficult be
extracted from the current theory. Similar argument
has been proposed in a previous study,l””! in which
the effect of a rigid band shift away from van Hove
singularities in a perfect 1D band is discussed.

N 6.0
) 55\/\ ......... Quasi-1D

B 5.0 %
= A5
.LEP 4.0 I

3.5 | ) ‘. .........................

3.0

0.0057  0.0063 2050 0.000
BB/t w/t

Fig. 4. (a) The T-B phase diagram. Magnitudes of N are
represented by the color scales. The areas with light colors
have large N, defining the region for the nematic order.
The re-entry of the nematic order at higher temperature
is seen at fields between 0.0058 < uy B/t1 < 0.0063. (b)
The DOSs of the all bands (solid line) and quasi-1D bands
(dashed line) at uy B/t; = 0.006. The yellow areas refer
to the energy window bounded by +kyT/t1 with temper-
ature k; T/t = 0.003. It can be seen that this thermal
energy window covers a region in which the DOS increases
abruptly, driving the nematic phase at finite temperature.

0.0051

An intriguing experimental observation is the
“muffin”-shaped phase boundary of the nematic phase
in the T-B phase diagram.’”) At field strengths
slightly below 7.8 T and above 8.1 T the nematic phase
appears at finite temperature but vanishes at zero
temperature, to which we term as the “re-entry” be-
havior. It means that the entropy is actually higher
inside the nematic phase than the adjacent normal
phases. By inspecting Fig. 3 closer, it can be seen that
the entropy drops as entering the nematic phase from
the lower-field boundary but raises as entering from
the upper-field boundary, thus the present theory has
the “re-entry” at the upper-field boundary but not at
the lower-field boundary, which is further confirmed
by the temperature dependence of N as a-function of
B-field shown in Fig. 4(a).

The re-entry behavior can be understood as fol-
lows. The mechanism for nematic ordering in
Sr3RusO7 based on van Hove singularities is all about
increasing D(e, ) abruptly by driving the system closer
to the van Hove singularities with the magnetic field.
At the field strength slightly above the upper critical
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field, D(e,) is large but still not enough for the occur-
rence of the nematic ordering. If the thermal energy
is large enough to cover enough DOS within the ther-
mal energy window €, —k,T < €, < €, +k,T but still
low enough so that the thermal fluctuations are small,
the re-entry of the nematic phase at higher temper-
ature is possible. As an illustration, Fig.4(b) plots
the DOS for u,B/t; = 0.006 at which the nematic
ordering first occurs at k,7T/t; = 0.003 in our calcula-
tion. It can be seen that the thermal energy window
for k,T/t1 = 0.003 (yellow areas) covers a region in
which the DOS increases abruptly, consistent with the
mechanism for the re-entry behavior discussed above.

Now let us consider the case of titled magnetic
field. Figure 5 presents the nematic order parame-
ter N as functions of u, B and 6. Since the in-plane
component of the orbital Zeeman energy explicitly
breaks the C; symmetry down to the Co symmetry,
N is non-zero as long as # # 0. Nevertheless, the
experimentally observable nematic phase can still be
identified by the jumps in . Our results show that
the nematicity is strongly enhanced with increasing
0, which is due to the orbital Zeeman energy. The
anisotropic in-plane component of the orbital Zeeman
energy term —u_ B Zi,a Ly iqsin@ is clearly propor-

tional to B and largest at § = 90° (i.e. B || &), which
induces the anisotropy of Fermi surface as explicitly
shown in Fig. 3 in SM V. Although such anisotropy in
the band structure is not important at low field, it can
be amplified by the effect of the interactions, driving
the system more susceptible to the nematic phase as
the critical points are approached. As a result, the
portion of the nematic phase in the phase diagram is
enlarged as 6 increases from 0° to 90° as seen in our
calculations.

90
I 0.000

I 0.005
Il 0.010
M o.015
M 0.020
I 0.025

0.030

0.035
I 0.040

0 (deg)

0
0.002 0.003 0.004 0.005 0.006 0.007

peB/t

Fig.5. The nematic order parameter N as functions of
pp B and 6. The magnitudes of N are represented by the
color scales.

However, experimentally the resistive anisotropy
disappears quickly as the magnetic field is tilted away
from the c-axis,!”*'°) suggesting that the nematic or-
dering vanishes with the increase of the field angle
6. This observation is seemingly in contradiction with
our theory, but this disagreement can be reconciled

as follows. It has been argued that the resistivity
measurement may not be a good indicator for the ne-
matic phase in Ref. [15]: The nematic phase is mostly
associated with states near the van Hove singular-
ity where Fermi velocities are too small to contribute
significantly to transport properties. The observed
anisotropic resistivity is mostly likely due to the scat-
terings on nematic domains. The tilt of the magnetic
field aligns domains, which makes the anisotropy ex-
plicit. However, if the domains are fully aligned, the
resistivity measurement will become insensitive to the
nematic phase due to the diminished scatterings be-
tween nematic domains even though the nematic order
could be larger.

Our results have posted a possibility that the ne-
matic order could occur in a larger range of the mag-
netic field for B || & than for B || 2. Detection meth-
ods other than resistivity would be desirable. One fea-
sible way is to measure the quasiparticle interference
(QPI) in the spectroscopic imaging STM, which has
been examined in detail in our previous work.!'®! It has
been predicted by us that if there is a nematic order,
QPI spectra will manifest patterns breaking rotational
symmetry. Another possible experiment is the nuclear
quadruple resonance (NQR) measurement, which has
been widely used to reveal ordered states in high-
T, cuprates!”” > and recently the iron-pnictides.*”!
This technique utilizes the feature that a nucleus with
a nuclear spin I > 1 has a non-zero electric quadruple
moment. Because the electric quadruple moment cre-
ates energy splittings in the nuclear states as a electric
field gradient is present, a phase transition could be in-
ferred if substantial changes in the resonance peak are
observed in the NQR measurement. In addition, since
this is a local probe at the atomic level, it is highly
sensitive to the local electronic change. Given that Ru
atom has a nuclear spin of I = 5/21**] and the orbital
ordering in the quasi-1D bands significantly changes
the charge distribution around the nuclei, a system-
atic NQR measurement as functions of magnetic field
and field angle will reveal more conclusive information
about nematicity.

One remaining puzzle on the transport anisotropy
in the nematic phase is why the easy axis for the cur-
rent flow is perpendicular to the in-plane component
of the B-field.l") In the following, we provide a nat-
ural explanation based on the anisotropic spatial ex-
tension of domain boundaries. Assuming the B-field
lying in the zz-plane, the in-plane (xy) orbital Zee-
man energy reads Hin—_plane = —MBBSiDHZM Ly ia,
which couples the d,, and d,.-orbitals and breaks the
degeneracy between the d,. and d,.-orbitals. Since
the d,-orbital has-lower on-site energy due to the
crystal field splitting than that of d., the d,,-orbital
bands are pushed to higher energy than d,.-orbital
bands by this extra coupling. As a result, the ne-
matic state with preferred d,.-orbitals (i.e., N' > 0)
has lower energy in the homogeneous system. At small
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angles of 6, domains with preferred d.-orbitals (i.e.
N < 0) could form as depicted in Fig.6(a) as meta-
stable states, which occupy less volume than the ma-
jority domain of A/ > 0.

(a)

—=

Fig. 6. Illustration of the energetically-favored domain
structures as the in-plane magnetic field is along the & axis.
Orbital ordered phase with N’ > 0 are dominant (shaded
areas) and high-energy domains with A" < 0 (green ovals)
coexist. (b) The domain walls extend longer in the § di-
rection because it costs less energies if less g-than-Z bonds
are broken. The white oval represents the wavefunction of
dy orbital on each site.

Let us consider the shape of the domain bound-
aries. Because of the quasi-1D features of the d,.
and d,.-orbitals, the horizontal (vertical) domain wall
breaks the bonds of the d,.(d,)-orbital as depicted
in Fig. 6(b), respectively. Since the d,,-orbital is pre-
ferred by Hin—_plane, the horizontal domain wall costs
more energy. Consequently, the domain structure il-
lustrated in Fig.6(a) with longer vertical walls than
the horizontal walls is energetically favored. Since the
electrons suffer less domain scatterings hopping along
the g-axis in this domain structure, it becomes the
easy axis for the current flow. At large values of 6,
higher energy domains are suppressed and eventually
vanish, and thus the resistivity measurement becomes
insensitive to the nematic phase because of vanishing
of the domain scatterings.

In summary, we have shown that many impor-
tant properties observed in the SrsRusO7 could be
qualitatively consistent with a realistic tight-binding
model together with on-site interactions treated at
mean-field level. The band structure is complicated
by multibands, bilayer splitting, rotations of RuO oc-
tahedra, and the spin-orbit coupling, collectively lead-
ing to the high sensitivity to the small energy scales,
which is the main cause of the singular behavior in the
evolution of the Fermi surfaces under magnetic field.
For the case of magnetic field parallel to the c-axis, the
nematic order, which is interpreted as the orbital or-
dering in quasi-1D d,, and d., bands, appears. The
singular behavior in D(e,) also results in the diver-

gences in the entropy and specific heat landscapes.
As the magnetic field is tilted away from the c¢ axis
(6 #£ 0), we find that the nematic region expands in-
stead of shrinking as the resistivity measurement has
indicated. To explain this discrepancy, we adopt the
domain scattering argument.!'” Furthermore, we have
given an explanation for another experimental puzzle
that the easy axis for the current flow is always per-
pendicular to the in-plane magnetic field. Measure-
ments like quasiparticle interference in the spectro-
scopic imaging STM and NQR which could detect the
orbital ordering directly have been proposed.

We thank J. E. Hirsch and A. Mackenzie for valu-
able discussions.
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I. THE TIGHT-BINDING MODEL

In this section, we explain the detailed band structure
SrzRuO7, which is complicated by the ¢54-orbital struc-
ture (e.g. daz,dyz,dgy), the bilayer splitting, the stag-
gered distortion of the RuO octahedra, and spin-orbit
coupling. We have constructed a detailed tight-binding
Hamiltonian which gives rise to band structures in agree-
ment with the ARPES data in a previous work!. We
found that a difference of the on-site potential between
the two adjacent RuO layers, Wias, should be added! in
order to fit the shape of the Fermi surfaces observed in
the ARPES experiments?. This term appears because
ARPES is a surface probe and this bilayer symmetry
breaking effect is important near the surface. Since we
focus on the thermodynamic properties which are all bulk
properties, Viias is set to be zero in this paper. Below we
will start from this model and refer readers to Ref. [1]
for more detailed information.

The tight-binding band Hamiltonian Hy can be re-
duced to block forms classified by k., = 0,7 correspond-
ing to bonding and anti-bonding bands with respect to
layers as:

Hy = ho(k, =0) + ho(k, =), (1)

with hg(k,) defined as

where the spinor 515’% . s operator is defined as
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dsy. (k) annihilates an electron with orbital o and spin

polarization s at momentum (E, k.); Q= (w,m) is the
nesting wavevector corresponding to unit cell doubling
induced by the rotations of RuO octahedra; ZEI means
that only half of the Brillouin zone is summed. Please
note the opposite spin configurations s and -s for the
dyz,dy, and dyy,-orbitals in Eq. 3, which is convenient
for adding spin-orbit coupling later.

The diagonal matrix kernels hos in Eq. 2 are defined

as
hos(k, k.) = Ay(k)+ By cosk. — pl, (4)
where
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where ¢, is the longitudinal inter-layer hopping for the
dz. and d,,, orbitals. A is the spin-orbit coupling strength
which comes from the on-site spin-orbit coupling term
as Hyo = XD, L;- gi; 1 is the chemical potential; the
dispersions for the d,., d.., and dyy bands in Eq. 5 are
defined as

egz = —2tycosky — 2ty cos ky,

e%z = —2t1 cos ky — 2tz cos ky,

egy = —2t3( cos ky + cos ku) — 4t4 cos ky cos ky
—2t5( cos 2k, + cos 2ky) — Vay

e%ﬂ = —4tgsin ky sin ky, (7)

which includes longitudinal (¢1) and transverse (¢2) hop-
ping for the the d,. and d,, orbitals, respectively, as well
as are nearest neighbor (t3), next-nearest neighbor (¢,),
and next-next-nearest neighbor (¢5) hopping for the d,
orbital. Following the previous LDA calculations®, Vay 18
introduced to account for the splitting of the d,, and d,.
states relative to the d,, states. While symmetry forbids
nearest-neighbor hopping between different ¢o, orbitals
in a perfect square lattice without the rotation of Ru oc-
tahedra, a term describing hopping between d,. and d, .
orbitals on next-nearest neighbor sites (tg)is allowed and
put into the tight-binding model:

The off-diagonal matrix kernel g(l%’, k.) in Eq. 2 reads

-

g(k, k) = G(k) — 2Bycosk., (8)

where
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with (k) = cosk, + cosky. tnr and tL describe the
intra- and inter-layer hopping between d,. and d,. in-
duced by the rotations of RuO octahedra, providing the
coupling between kand k + @

When describing the Zeeman energy, we can choose
the magnetic field B to lie on the zz plane and define
0 as the angle between B and the c-axis of the sample
without loss of the generality. Consequently, the Zeeman
term becomes:
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where a is the layer index, B = |B|, and the matrices
L, . can be found in Ref. [1].
For 0 # 0, the extra Zeeman terms from z-component

of L and § couple @T and &1 Defining qb;% Y =

kK=t ks,
i ) ; :
(@k e (pl?,kml)’ the Zeeman term can be written in the

matrix form as:
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In realistic band structures measured by ARPES?,
there exists an additional 6-band arising from the dg2_ -
orbital which is not covered by the current model. The
particle filling in the to4-orbitals is not fixed. For the
convenience of calculation, we fix the chemical potential
i = 0.94¢; instead of fixing particle filling in the to,-
orbitals while changing magnetic fields and orientations.
The corresponding fillings inside the ¢y4-orbitals per Ru
atom varies within the range between 4.05 and 4.06 in
Figs. 2, 4, 5 in the main text. This treatment does not
change any essential qualitative physics.

II. THE MEAN-FIELD THEORY

In this part, we present the process of mean-field the-
ory solution.
The standard mean-field decomposition of Hj, leads

to
Hip" = Z D Wedsl(6)de,(6) — USgde L (i)d2 (i),
h (16)
where
We=U(4n* —sS2)+V Y 0’ (17)
BF#a
with the assumptions of ng = n®, S¢,, =S¢ ..

Since the order parameters {na} are Non-zero even
without magnetic field, we require that the renormalized
Fermi surface at zero field to be the one given in Fig. 1in
the main text. As a result, in addition to the optimized
parameters obtained in our previous work!, we need to
subtract the following term from Eq. 16:

shzft = ZZW(X

zaa s

i)dgo (i), (18)

where
W) = Un*(0)+V Y n(0), (19)

B#a

and n%(0) is the occupation number in orbital a corre-
sponding to the Fermi surfaces shown in Fig. 1 in the
main text. This is an effect of the renormalization of the
chemical potential 1 and V, due to interactions. After
putting all the pieces together, we finally arrive at the
mean-field Hamiltonian as:

HMT = Hy+ H)T

EZZ¢

- Hshift + Hchman
HMF )¢4 . (20)

The order parameters are computed self-consistently.



FIG. 1: Fermi surface evolution for the case of magnetic field parallel to ¢ axis (a) before (uy; B = 0.0048¢1) (b) inside
(g B = 0.00544¢1), and (c)after (u, B = 0.006t1) the nematic phase. Significant changes in the Fermi surface topology under
the magnetic field can be seen (see Fig. 1 in the main text for the Fermi surfaces at zero field). The nematic distortion is most
obvious in the Fermi surfaces near (+m,0) and (0,£7) as indicated by the yellow areas in (b). These parts of Fermi surfaces
are composed mostly of quasi-1D bands, supporting the intimacy of nematic phase to the orbital ordering.

III. THE CASE OF THE PERPENDICULAR
MAGNETIC FIELD (6 = 0)

In this section we present supplemental information
for thermodynamic properties at low temperatures are
calculated within the mean-field theory for the case of
B || ¢ i.e., @ = 0. They can be reasonably reproduced
and understood by the singular behavior of D(ep) under
the magnetic field.

A. Evolution of Fermi surface

We plot the part of Fermi surfaces mostly composed
of quasi-1D bands as shown in the yellow areas in Fig. 1
(b), which is close to the van Hove singularities at (7, 0)
and (0,7). The evolution of the Fermi surface structures
as increasing the B-field across the nematic phase bound-
aries is presented in Fig. 1 a (before), b (inside), and ¢
(after) at p,B/t; = 0.0048,0.00544,0.006, respectively.
Before and after the nematic phases, the Fermi surfaces
have the 4-fold rotational symmetry as exhibited in Fig.
1 (a) and (c), while the 4-fold symmetry is broken into
2-fold in the nematic phase.

It is worthy of mentioning that the onsite spin-orbit
coupling Hy, = A)_, L; - S; has important effects on
the Fermi surface evolutions. H,, hybridizes the oppo-
site spins between quasi-1D bands dy. .. and the 2-D
band d;,. As the spin Zeeman energy is present, the
spin majority (minority) bands of dy, ;. couples to the
spin minority (majority) band of d,. Moreover, the
orbital Zeeman energy provides more hybridizations be-
tween quasi-1D d,. . bands. Combined with the above
two effects, the addition of the spin and orbit Zeeman en-
ergies causes reconstruction of the Fermi surfaces rather
than just chemical potential shifts. These results show

that the complexity and the sensitivity of the SrsRu,O7
band structure can be captured very well by our tight-
binding model with a reasonable quantitative accuracy.
In the following, the same model will be used to fur-
ther investigate some novel physical properties observed
in experiments.

B. Total density of states

Iwaya et al. has measured the STM tunneling differen-
tial conductance % in the B-field for SrgRusO7, which
corresponds to measurement of the DOS. It has been ob-
served that while DOS at higher and lower energy does
not change, the DOS at the Fermi energy (D(er)) in-
crease significantly under the application of the magnetic
field, demonstrating the violation of the rigid band pic-
ture.

In our model the total DOS can be evaluated using:

ptot(W) = ﬁZ/TIIm[GMF(];w)}

E
GME(Fw) = (w+in— HMF ()™ (21)
where HMF (E) is given in Eq. 20 with the self-consistent
order parameters and IV is the total number of sites in
the bilayer square lattices.

The profiles of the total DOS at several different
magnetic field strength are plotted in Fig. 2(a),-and
clearly a rigid band picture does not apply here:. D(er)
(ptot(w = 0) in the plot) increases-significantly as the
nematic phase is approached. This feature can also be
directly understood by the picture of Fermi surface recon-
struction, since the changes in the Fermi surface topol-
ogy inevitably lead to the mon-monotonic behavior in
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FIG. 2: (a) The total DOS piot(w) as a function of uyB.
The broadening factor n is set to be n = 0.002t1. prot(w)
does not follow the rigid band picture and piot(w = 0) has
a sudden increase near the nematic region. Inset: the total
DOS at zero field for a wider range of |w|/t1 < 0.4. The peaks
corresponding to van Hove singularities are near w/t; ~ —0.2
and w/t1 ~ 0.35. (b) The DOS of the quasi-1D bands. Inset:
the DOS of quasi-1D bands at zero field for a wider range
of |w|/t1 < 0.4. Only the peak around w/t; ~ 0.35 remains,
meaning that this peak is due to the van Hove singularities
in quasi-1D bands.

prot(w = 0). In particular, comparing Fig. 1 in the
main text and Fig. 1 in this Supplemental Material, it is
straightforward to see that more Fermi surfaces appear
near the (+m,0) and (0,+7) as the magnetic field in-
creases. Since there are van Hove singularities near these
four k points, pi¢(w = 0) is expected to increase. As
the magnetic field is increased further so that the van
Hove singularities are all covered below the Fermi sur-
faces, piot(w = 0) starts to drop (not shown here).

At the first glance, the entropy measurement and our
results of the total DOS seem to contradict with the STM
measurement. While both the entropy measurement and
our results develop a maximum around the nematic re-
gion in D(ep), the STM measurement showed instead
that D(er) keeps increasing even after the nematic re-
gion is passed. To resolve this discrepancy, several realis-

tic features need to be considered before comparing our
calculations with the STM results. Since the STM is a
surface probe and the surface of the material is usually
cleaved to have the oxygen atoms in the outermost layer,
there is an oxygen atom lying above each uppermost Ru
atom. Consequently, the tunneling matrix element will
be mostly determined by the wavefunction overlaps be-
tween the p-orbitals of the oxygen atom and the d-orbitals
of the Ru atom, resulting in a much smaller matrix ele-
ment for d,, orbital compared to d,.,. orbitals'. The
minimal model to take this effect into account is to ex-
tract the DOS only from the quasi-1D orbitals, which is
plotted in Fig. 2(b). Although the overall profile in Fig.
2(b) is not exactly the same as that in Ref. 4, which is at-
tributed to more complicated momentum dependence of
tunneling matrix elements® 7 not considered here, it cap-
tures the increasing DOS with the magnetic field which
is more consistent with Ref. 4.

The insets in Fig. 2 plot the total and quasi-1D band
DOSs at zero field within a wider range of |w|/t; < 0.4.
The peaks corresponding to the van Hove singularities
reside at w/t; &~ —0.2 and w/t; ~ 0.35, far away from the
Fermi energy. The reason why the small energy scale like
Zeeman energy (~ 0.003t;) can push the system to get
closer to the van Hove singularities at energies far away
from the Fermi energy is the help of the metamagnetism.
In the mean-field theory, the magnetization produces an
effective chemical potential shift as sUSY for electrons at
orbital @ and spin s. As a result, under the magnetic field
the jump in the magnetization gives S ~ 0.05 within
the range of experimental interests. This leads to the
effective chemical potential shift about +0.18¢; for U =
3.6t1, which is large enough to push the system closer to
the van Hove singularities. This renormalization of the
chemical potential by the interaction is also part of the
cause for the violation of the rigid band picture.

IV. THE CASE OF THE TILTED MAGNETIC
FIELDS (0 # 0)

We present the Fermi surface configuration in the pres-
ence of tilted magnetic field. The Fermi surfaces without
any interaction for B || & with strength u,|B| = 0.1t
is plotted in Fig. 3, and an anisotropy can be seen.
Although such anisotropy in the band structure is not
important at low field, it can be amplified by the effect
of the interactions, driving the system more susceptible
to the nematic phase as the critical points is approached.
As a result, the portion of the nematic phase inthe phase
diagram is enlarged as € increases from 0°.to 90° as seen
in our calculations.

V. SUMMARY AND MORE DISCUSSIONS

The failure of a rigid band picture is essentially a con-
sequence of theinterplay between spin-orbit coupling and



FIG. 3: The non-interacting Fermi surfaces for B ||  and
s B = 0.1t;. The anisotropy in Fermi surfaces is already
visible, especially for the areas near (£, 0) and (0, ).

the Zeeman energy, despite the strong correlation effect
could also result in the violation of the rigid band shift
upon doping®. Because the spin-orbit coupling hybridizes
the quasi-1D bands and 2-D bands with opposite spins,
the Zeeman energy naturally induces the reconstruction
of the Fermi surfaces instead of just rigid chemical poten-
tial shifts. This singular behavior in D(er) also results
in the divergences in the entropy and specific heat land-
scapes, since at very low temperature both quantities are
approximately proportional to D(eg). Because the diver-
gence observed by Rost el. al.? start approximately at
6-7 Tesla which is not very close to the quantum criti-
cal point residing about 8 Tesla, a direct application of
the quantum critical scaling seems to be inappropriate.
The explanation of the critical exponent associated with
this divergence could not be complete without taking the
band structure singularity into account in this particular
materiall?.

As the magnetic field is tilted away from the ¢ axis
(0 # 0), we find that nematic region expands instead of
shrinking as the resistivity measurement has indicated.
From the theoretical viewpoints, the tilt of the magnetic
field induces an extra in-plane component of the orbital
Zeeman energy which explicitly breaks the Cy symmetry
down to the Cy symmetry. As argued above that this
system is very sensitive to small energy scale, the effect
of this extra Zeeman energy is not important at low field
but could amplify the effect of interaction to drive the
system toward nematicity as the quantum critical point
is approached. As a result, the nematic phase is more fa-
vored and stable in the presence of the in-plane magnetic
field and it requires another Fermi surface reconstruc-

tion at even higher magnetic field in order to weaken the
nematic phase by reduced D(ep).

To explain this discrepancy between our theory and the
resistivity measurement, we adopt the domain scattering
argument proposed by Raghu et. al.ll. Furthermore,
we have given an explanation for another experimental
puzzle that the easy axis for the current flow is always
perpendicular to the in-plane magnetic field. Measure-
ments like quasiparticle interference in the spectroscopic
imaging STM and NQR which could detect the orbital
ordering directly have been proposed to be more reliable
probes for the nematicity in this material than the resis-
tivity measurement.

Finally we would like to comment on limitation of the
present theory. Although we have found the 're-entry’ be-
havior of the nematic phase, i.e., the appearance of the
nematic phase only at the finite temperature but not at
the zero temperature, near the upper-field boundary, the
experiments showed this behavior near both upper- and
lower- field boundary. In our calculations, the re-entry
behavior is due to the increase of the density of states
within the narrow energy window around the Fermi en-
ergy opened by thermal energy, but we do not reject other
schemes for the re-entry behavior. One possible scheme
is an analogue of ferromagnetism without exchange split-
ting proposed by Hirsch'?. He showed that the nearest
neighbor interactions could result in a spin-dependent
renormalization on the bandwidth (equivalently, the ef-
fective mass). As a result, the filling for different spin
bands can be different because of the unequal effective
masses, leading to the ferromagnetism even without the
exchange splitting as in the Stoner model.

In Hirsch’s original paper, the re-entry of the ferromag-
netism at higher temperature was found. Since we only
considered the on-site interactions in our model, such
an effect is beyond the scope of the current theory. It
is possible that after including the nearest neighbor in-
teraction, the renormalizations of the bandwidths have
novel temperature-dependences, leading to a phase dia-
gram better consistent with the experiments. If this is
the correct scheme, the re-entry of the nematic states
should be accompanied by a change in the kinetic energy
due to the effective mass renormalization, which could be
examined by the sum rules for the optical properties'>16.

Another possible scheme for the re-entry behavior is
the quantum critical fluctuations. It is well-known that
the influences of the critical fluctuations extend from the
quantum critical point to finite temperature in a V-shape
region in the phase diagram. Moreover, the critical fluc-
tuations in this material contain not only the ferromag-
netic but also the nematic ones. As a result; it is not
surprising that the competition between these two types
of critical fluctuations leads to a intriguing phase dia-
gram at the finite temperature, and the study toward
this direction is currently in progress.
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