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Motion: Zeno’s paradox, displacement, velocity,

acceleration

Motion is a continuous process while our logic reasoning is discrete, or, step by
step. How to use discrete steps of reasoning to precisely describe a continuous
motion is a highly non-trivial problem. The ancient Greeks had already paid
attention to this problem as represented by the Zeno paradox. In fact, in order
for a deep understanding, an infinitesimal analysis is necessary, which are the
watershed ridge between the advanced mathematics and elementary one.

3.1 Zeno’s paradox

Zeno of Elea (490-430BC) is a Greek philosopher. He raised a paradox that
Achilles, a hero of the Trojan War in Greek mythology, could not catch up
with a tortoise. Later this paradox was recounted by Aristotle as “In a race, the

Figure 3.1 Zeno’s paradox that Achilles cannot overtake a tortoise. Achilles’ and
the tortoise’s initial positions are denoted x0 and x1, respectively. When Achilles
arrives at x1, the tortoise moves ahead to x2. Then Achilles arrives at x2, and
the tortoise moves to x3, and so on. This paradox shows the gap between our
perception and the outside world in that our thinking is step by step while the
motion is continuous.
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quickest runner can never over-take the slowest, since the pursuer must first
reach the point whence the pursued started, so that the slower must always
hold a lead.”

To be concrete, assume that Achilles’ velocity is va = 10m/s and the tor-
toise’s vt = 0.1m/s. Initially, Achilles is located at x0 = 0m and the tor-
toise is ahead of Achilles at x1 = 99m, and then the distance between them
s1 = x1 − x0 = 99m. This is a math problem that we learned how to solve in
the elementary school. Assume that it takes Achilles the time T to overtake the
tortoise, then it can easily derived that,

T =
s1

va − vt
=

99
9.9

s = 10s. (3.1)

Nevertheless, Zeno provided a different perspective. He divided this chasing
process into a series of steps: During step 1, Achilles reaches the initial position
of the tortoise x1. Meanwhile the tortoise moved ahead to x2. During step 2,
Achilles reaches ∆t2 and the tortoise moved to x3, and so on. Since these steps
can be kept on repeating forever, Zeno concluded that Achilles could never
overtake the tortoise.

Certainly, this conclusion should not make sense. Where is the flaw in Zeno’s
reasoning? Let us denote the time interval spent during the n-the step as ∆tn,
and then the total time spent should be,

T = ∆t1 + ∆t2 + ∆t3 + ......, (3.2)

The question is that even though there is an infinite number of terms in this
summation, does it really mean that the sum is infinite, or, could it still be
finite?

To see what really happens, we need to analyze more carefully each step.
During step one, the time spent is

∆t1 =
s1

va
= 9.9s. (3.3)

Meanwhile the distance that the tortoise moved is

s2 = x2 − x1 = vt∆t1 = s1
vt

va
= 0.99m. (3.4)

Then the time interval ∆t2 spent during step 2 is

∆t2 =
s2

va
= ∆t1

vt

va
= 0.099s, (3.5)

and the distance during step two that the tortoise moved is

s3 = x3 − x2 = vt∆t2 = 0.0099m. (3.6)
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By a similar reasoning, during the n-th step, Achilles takes the time ∆tn as

∆tn = ∆t1qn−1 (3.7)

where q = vt/va.
In elementary mathematics, we only learned how to sum finite terms. For

example, we define

Tn = ∆t1
(
1 + q + q2 + ... + qn

)
= ∆t1

1 − qn

1 − q
= 10 × (1 − (0.01)n) s. (3.8)

Hence, we arrive at

T1 = ∆t1 = 9.9s

T2 = ∆t1 + ∆t2 = 9.999s

...

Tn = ∆t1 + ∆t2 + ... + ∆tn = 9.99...99s. (3.9)

So far everything is elementary mathematics.
The breakthrough actually arises when n→ ∞ is taken. In this case, literally

we have

T = ∆t1 + ∆t2 + ...., (3.10)

which gives rise to T = 9.99.....s. Since each term ∆tn = ∆t1qn−1, T is ex-
pressed order by order of q. Since |q| < 1, the higher order the term is, the
smaller its contribution is. Hence, Eq. (3.10) is a perturbation theory. In con-
trast, Eq. (3.1) is a non-pertubative theory.

Compared to Eq. (3.1), the natural question is: Should 9.999.... be taken
precisely as 10, or not? How to understand 9.99....? Let us check:

10 − T1 = 10 − 9.9 = 0.1

10 − T2 = 10 − 9.9999 = 0.001

10 − T3 = 10 − 9.999999 = 0.00001

... (3.11)

Even exhausting our life, we could only perform the above process at finite
steps. The great leap from elementary math to advanced one actually lies in that
we are willing to accept the difference between 9.999..... and 10 is precisely 0,
i.e, no approximation. This is because the difference between 10 and 9.99...
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could be as small as you would like at any precision. Give me a precision ε,
say, 10−2n, we have |10 − Tm| < ε as long as m > n. Formally, it is denoted as

lim
n→∞

Tn = lim
n→∞

9.99...9 = 10, (3.12)

which should be viewed as a derivation, but rather as a definition.
Formally in the mathematics, there exists the following axiom: Any mono-

tone bounded sequence {an, n = 1, 2, ....} has a finite limit. Here we have

T = lim
n→∞

Tn =
∆t1

1 − q
lim
n→∞

(1 − qn) =
∆t1

1 − q

=
s1

va(1 − vs/va)
=

s1

va − vs
. (3.13)

3.2 Analytic continuation – let divergent series make sense

The convergence of the geometric series relies on the common ratio |q| < 1. If
|q| > 1, then the series diverges. Nevertheless, for physicists, a divergent series
still makes sense in many situations. The key is the interpretation.

If we switch the positions of Achilles and the tortoise, then q = va/vs > 1
and the geometric series of Eq. (3.10) diverges. Since the tortoise’s speed is
smaller than Achilles, there is no way for it to overtake Achilles. However, if
we literarily take Eq. (3.13) to see what happens, it becomes

T =
∆t1

1 − q
=

s1

vs(1 − va/vs)
= −

s1

va − vs
. (3.14)

Although each term in the series is positive, we arrive at a negative T . It per-
fectly makes sense as long as we extrapolate the motions of Achilles and the
tortoise from the past to the future, actually they meet before the time zero.

What is really happening here? Mathematically, this is called analytic con-
tinuation explained as follows. For simplicity, we define the dimensionless
time f (q) = T/∆t1, and assume that f (q) should be analytic. Mathematical-
ly, there exist rigorous definitions of analytic functions. But for the moment,
we do not need to be so rigorous. Roughly speaking, it just means that f (q)
can be expressed in terms of a regular form that we are used to.

In many complicated situations in the future we will face, in particular, in
quantum field theory, we have little understanding in what happens at q >

1. But when |q| < 1, we can use the so called “perturbation theory” pretty
much like Zeno’s analysis. f (q) is expanded order by order of q. Say, in Zeno’s
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analysis, we arrive at,

f (q) =

∞∑
n=1

qn, (3.15)

which converges at |q| < 1,

f (q) =
1

1 − q
. (3.16)

Actually, Eq. (3.16) has deeper meaning than the perturbation theory expres-
sion of Eq. (3.15). In many situations, the physical problem still has a solution
at |q| > 1, the result is just non-perturbative. Assuming that the solution’s de-
pendence on q is analytical, we can use the perturbation theory to derive such
an expression at |q| < 1, and it also works at |q| > 1.

This process is called analytic continuation, which is a remarkable method
to explore the unknown from known. The validity can be justified when the
uniqueness of analytic continuation can be proved. Indeed, this is the case
under certain conditions in mathematics, and you will learn it in the class of
“Mathematical Methods in Physics”.


























